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Housekeeping & Logistics

» Attendees are automatically muted when joining Zoom
« Q&A will be at the end of the webinar

o Ask questions for us in the Zoom chat during the webinar
o Set chat settings To: All panelists and attendees

All panelists

v All panelists and attendees

o Ask more questions on our discuss forum: discuss.elastic.co
- Recording will be available after the webinar and emailed to all

registrants
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Monitoring with Elastic
Full-stack observability integrated behind a single pane of glass

= APM Real User Monitoring (RUM)
= APM Application-level monitoring
B Beats Server-level monitoring
. Beats gy Logstash Logging

¢ e elasti
@ elastiC



Application Performance Monitoring (APM)

End-to-end visibility
Distributed Tracing. Visualize bottlenecks and how services interact including
frontend application

Plug and play experience

Out of the box instrumentation of database queries, cache, external requests, etc.
for multiple language support: Java, Go, Python, Node.js, Ruby, .NET

Correlation with logs and metrics solutions
Integration with log, metrics and application data for deeper troubleshooting

Error analysis
Grouped exception tracking

¢ e elasti
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Themes

Integrations: Unified Logs, Metrics, APM,
and Uptime

One-click Ul integrations between the monitoring
solutions

Even more agent support

Support for .NET, RUM SPA, more Java frameworks
for more turnkey APM & distributed tracing

metrcoestt iecatesting.. iceatestog. loeatesteg tespeatioest
14% 256% 02% 23% 29%

Troubleshooting capabilities =l el sl e ) e
Aggregate Service Breakdown charts, Agent runtime R [P EoRib
metrics, related errors in distributed tracing Ul, . o e

GeolP & User Agent pipelines ° ey e ey I

Improved administration options

Support for ILM, Sample Rate configuration from
Kibana, andEnvironment Support



Unified visibility across logs, metrics, APM, uptime
One-click integrations between APM, logs and metrics
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Kubernetes m Metric: CPU Usage v Group By: All v

= Table View

{83 Configuration
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Strengthening APM
integrations

Agent Updates
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.NET APM Agent

Framework Support

ASP.NET Core 2.x+

ASP.NET Core is the open-source
version of ASP.NET, that runs on
macOS, Linux, and Windows

Entity Framework Core 2.x+

Open-source, cross-platform version
of Entity Framework, to support
development of data-oriented
software applications

Public Agent API
For other frameworks
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APM SampleAspNetCoreApp Transactions

Transactions Errors Metrics
Transaction duration
10,000 ms
June 11th 2019, 13:27:00
5,000 ms ® Avg. 835 ms X
® 95th 1,289 ms
@ 99th 1,341 ms
) I
= A,/\!‘_ Y W N | W Aa ~," "'.'»,_- ../--f'ﬂ-,, ,ﬁ.f,.,:,‘.'g,,ﬁq‘.;\:,n “‘?"A-...,‘A poniA

Ooms -
10:30 1AM 11:30 12 PM 12:30 01PM 01:30 02

® Avg. 936 ms @ 95th percentile @ 99th percentile

Transactions

Name

GET Home/DistributedTracingMiniSample
GET Home/Index

POST Home/AddSampleData

GET /css/site.min.css

GET Home/TriggerError

GET /js/site.min.js

Requ
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RUM Agent - React SPA support
Single Page Applications now get some RUM

. APM client Transactions

Filter by type

page-load v

Page load times

350 ms

175 ms

07:43 07:44 07:45 07:46 07:47

@ Avg. 247ms @ 95th percentile @ 99th percentile

Transactions
Name
products
dashboard

orders

Transactions per minute

60 tpm

30 tpm

0tpm
07:43

® N/A14tpm

Avg. duration

267 ms

255 ms

152 ms

07:44

95th percentile

301 ms

328 ms

152 ms

Q)

. APM client Transactions

®©

Client Integrations

B3N]

Q Search transactions, errors and metrics... (E.g. transaction.duration.us > 30000

e

Transactions Errors

Filter by type

o

v Route Change

ofos
sge0

page-load
custom

2

Transaction duration

)

220 ms

ol

-1

frans. per minute Impact sl/ l

ogtpm NG
o.4tpm [N

0.2 tpm




Additional troubleshooting
capabilities
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Aggregate Service Breakdown Charts
Birds-eye view of where your app spends time

|dentify performance bottlenecks
by visualizing aggregate time
spent in app code, database or
external call

Automatically collected

Available in Beta for all agents
(except .NET and Ruby)

5 ® © N

B 8

B ~Pv  opbeansjava Transactions s}
opbeanS—Java """""""""""" =] e :00.0 C Refresh
QU Search transactions, errors and metrics... (E.g. transaction.durationus >3000000  environment Al ~
rrrrrrrrrrrrrrrrrrrrrrrrr

Time spent by spantype  BETA “ Hide chart

app ispatcher-serviet http postgre
324% 16% 54.5% 11.6%
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Agent Runtime Metrics
Finding performance issues with application runtime

Metrics collected:
Vary by agent, such as:

e Garbage Collection
e Memory Usage

e Thread Count
e File Handles
e CPU

APM-contrib repo has dashboards
for all agents
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APM App Updates

"Related errors" on transaction view

. APM client Transactions  Unknown

2800 trans.

0 trans.

Oms 50ms

Transaction sample

Timestamp

16 hours ago (June 11th 2019, 20:53:53.521)

Duration % of trace

170 ms 100.0%

Timeline Metadata

Services @ client

oms 20ms 40ms
[ ]

- Il.
— -————_—

100 ms 150 ms
URL
N/A
Result
N/A
60 ms 80 ms

L d

100 ms

L

200 ms

4

Errors

Related errors

120 ms

250 ms

140 ms

User ID

N/A

Actions v

300 ms

170 ms

@ Unknown [E] 170 ms =S
: -

Requesting and receiving the document 6,000 us

Parsing the document, executing sync. scripts 136 ms

http://opbeans-node:3000/static/css/main.4aa0555f.css 6,715 ps

http://opbeans-node:3000/static/js/main.6f3557cb.js 52 ms
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APM App Updates

Environment Support for easy navigation between environments

- APM Services

AP M ® Setup Instructions

QU Search transactions and errors... (E.g. transaction.duration.us > 300000 AND http.response.status_code >= 400)

Services Traces

Name T
SampleAspNetCoreApp
WebApiSample
apm-server

client

opbeans-dotnet
opbeans-go
opbeans-java
opbeans-node
opbeans-python

opbeans-ruby

Environment

production

Agent
dotnet
dotnet
go
js-base
dotnet
go

java
nodejs
python

ruby

(o

environment| U271 |
Not defined

Select environment -

production

Avg. response time Trans. per minute Errors per minute
916 ms 1.6 tpm Oerr.
918 ms 1.5 tpm Oerr.

1,019 ms 311.2 tpm Oerr.
67 ms 6.7 tpm 13.5err.
Ooms 5.9 tpm Oerr.

46 ms 51.3tpm Oerr.
95 ms 133.6 tpm 19.7 err.
43 ms 50.5 tpm 4.5 err.
34 ms 142.2 tpm 62.4 err.
26 ms 103.8 tpm 16.5 err.



Improved
administration options
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ILM support

« Automatically manage indices over time
- Editable in Kibana
« Multiple ways to get started

— ILM default policy
— Manual ILM
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Default APM ILM Policy

Info is available on docs

Event type Hot Warm
Errors & Spans  Rollover: max_size: 50gb, max_age: 1 day, min_age: 7 days, readonly,
priority: 100 priority: 50

Transactions &  Rollover: max_size: 50gb, max_age: 7 days, min_age: 31 days, readonly,

Metrics priority: 100 priority: 50
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Agent Configuration right from Kibana!

Sample rate configuration

e Per-agent sample rate config
o 0-1.0
o Defaultis 1.0

e Environment Selector

O Allows different rates for services
in different envs

e Errors are always captured no
matter sample rate

Settings

Configurations

BETA

Create configuration

® APM Agent Configuration (BETA)

Please note only sample rate configuration
is supported in this first version. We will
extend support for agent configuration in
future releases. Please be aware of bugs.

Service
Name

opbeans-ruby v
Choose the service you want to configure.
Environment

production v

Only a single environment per configuration is
supported.

Configuration
Transaction sam| ple rate

A

Cancel Save configuration

¢ o elasti
‘oeas IC
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GeolP & User Agent pipelines

Enabled by default

K . Maps New Map
Full screen Inspect Save
® Search KQL @® v Last3years
GREENLAND
v
il [+] LAYERS =
g0 (] @ Client Access
] hd 88 Road map
S Add layer
ICELAND
@&
E NORWAY
2 unitep  oenn@:
KINGDOM
J GERMANY
*Paris
- FRANCE.AUSTRIA
]
UNITED ANDORRA  TTALY
£ STATES OF - PORTUGAL d
'y AMERICA . Washington
Los Angel { ) TUNISIA
¢ e
[on] LA usy
™ MEXICO CUBA
DOMINICAN MAURITANIA
REPUBLIC NIGER
{:‘;} GUATEMALA SENEGAL MAU CHA
NICARAGUA BURKINA,
GUINEA - FASO L
PANAMA ™, VENEZUELA ahusg NISERIA e
AFRI
GUYANA LIBERIA REPU
COLOMBIA
= ECUADOR MapTiler, ServicRE!
= 2 REF
L .

K . Dev Tools
@® History Settings Help
® Console Search Profiler
Iy 1 GET _ingest/pipeline
© @
Show dates

22 Client Access
> Source details

Layer Settings
Layer name

Client Access

Zoom range for layer visibility

0 24
Layer transparency
0 O 1 075
( Apply global filter to layer
Source Settings
Fields to display in tooltip
v

Close Remove layer

Grok Debugger

>
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s
"apm_user_geo" : {
"description
"processors" : [

"geoip" : {

"database_file" :

|
|
| "field" :
| "target_field" :
| "ignore_missing"
|
| 3}

]
},

"Add user geo information for APM events",

"GeolLite2-City.mmdb",

"client.ip",

"client.geo",
1 true

"xpack_monitoring_7" : {&=3},

"apm" : {
"description" :
"processors" : [

|

| "pipeline" : {

| "name" :

|13

|1

[

| "pipeline" : {

| "name" :

[ 1}

| 3

]

h

"apm_user_agent" : {
"description"

events",

"processors" : [

{

|

| "user_agent" : {
| "target_field
| "ignore_missing"
|

|

|

"field"
¥
}
1

"Default enrichment for APM events",

"apm_user_agent"

"apm_user_geo"

"Add user agent information for APM

"user_agent",
: true,

"user_agent.original"



Tour Time!
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Thank You

Web : www.elastic.co

Demos: demo.elastic.co

Products : https://www.elastic.co/products

Forums : https://discuss.elastic.co/

Community : https://www.elastic.co/community/meetups
Twitter : @elastic



http://demo.elastic.co

‘)elastic

Questions?




