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Housekeeping & Logistics

- Recording will be available following the webinar

« (Chatvia IRC #elastic-webinar
o #elastic-webinar @ Freenode
o Click "Join the Chat" link, create an IRC account

 Please select high resolution in the YouTube video player
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Technology differentiation

SCALE SPEED RELEVANCE

Distributed by design Find matches in milliseconds Get highly relevant results
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Agenda

° Microservices

° Distributed Tracing

° OpenTracing

° Elastic APM & Distributed Tracing
° Demo

° Q&A



Microservices Can Be Very Complex

Netflix Twitter
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Why Distributed Tracing?

Distributed tracing provides a solution for describing and analyzing the

cross-process transactions.

—  Where & why things are slow? e —
— Slow code, slow network? | —
glapiltypes
* Root cause analysis __—

—  Where & why did it fail?
— Bad code?

— Network failure?

% e elasti
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The 3rd Pillar of Observability

2
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Distributed Tracers

A fast growing ecosystem

- Dapper (Google) - 2010.
— Google’s production distributed systems tracing infrastructure
— A self-contained tracing tool evolved into a monitoring platform
« Zipkin (Twitter)
— Developed by Twitter based on the Google Dapper paper —

—  Written in Java ,
— Uses Cassandra or Elasticsearch as a scalable backend, MySQL too |=—

- Jaeger (Uber)
— Newer project from Uber, CNCF adopted as an Incubating project
—  Written in Golang
— Supports Cassandra and Elasticsearch as scalable storage backends

 Appdash
* Others ...
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Challenges for Application Developers

« Add the tracer in the application code

«  Which one to use?

« What if | need to change my tracer?

* No, | don’t want to change my entire source code
* What do | do with shared libraries?

« What if my third party services use a different tracer?

% elasti
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We Need Distributed Tracing Standardization

Four Components

- Tracing API
— The OpenTracing API
° Wire PrOtOCOI / Service A Runtime
— What gets sent alongside _Service Inst |
application data in RPC requests
— Distributed Context Propagation [ [ Tracer Runtima 22 ]
— Eg. The trace-context HTTP \_ | "
headers, AMQP message headers =
- Data Definition & Format | Trace data | Trace data
— What gets sent asynchronously to : *
the analysis system [ Tracing Backend #1 } ------------------------- -[ Tracing Backend #2 J
* Analysis System
— A service for extracting insights from
trace data

/ Service B Runtime \

Context l.. e 2

B

Request

Tracer Runtime #1

|
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Enter OpenTracing
Emerging Industry Standard for Distributed Tracing

« Abstraction from different tracers

 Vendor-neutral APls and instrumentation

T

— Make observability a built-in feature in every modern application

« Switching between tracers

* OpenTracing and OpenCensus are merging

— Not just “tracing” - merged project includes data sources beyond distributed

transaction traces, like metrics, traces and logs

% e elasti
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OpenTracing

A Mental Model

- Distributed Tracing is a process of collecting end-to-end transaction

graphs in near real time
« A trace represents the entire journey of a request
* A span represents single operation call

« As arequest is flowing from one microservice to another, tracers add

logic to create unique trace Id, span Id

Service A

Parent Span

Log

N

Child Span

Child Span

—_—
| |

Tag Log

Network Call

Context

16

Service B
A R
Child Span
—
| | |
Log Tag Log
Child Span

e e
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How Does It All Fit In?

e | [
OpenTracing
- Zipkin Jaeger Others

elastic
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The Unfortunate Facts - Today

No Runtime Compatibility among Tracers, but there is hope

« The only thing standardized by OpenTracing is the programmatic Tracing API

— lo.opentracing.Span, io.opentracing.Tracer

*  Wire Protocol is not standardized yet.

— For example, HTTP headers for context propagation:
— Jaeger: uber-trace-id: 118c6¢c15301b9b3b3:56€66177e6e55a91:18c6¢15301b9b3b3:1
— Elastic: elastic-apm-traceparent: 00-f109f092a7d869fb4615784bacefcfd7-5bf036f4fcde3af0-01

— HTTP header name is different & ID format is different
— Trace-Context is a W3C working group for standardizing the HTTP headers for distributed
tracing https://qithub.com/w3c/distributed-tracing
— OpenTracing will most likely adopt and require Trace-Context for distributed tracing HTTP
headers as part of its specification
- Data Protocol is not standardized
—  Zipkin, Jaeger and Elastic APM use different data format for Span data and others

q .
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https://github.com/w3c/distributed-tracing

Elastic & Distributed Tracing

Elastic APM is OpenTracing Compliant and Supports Distributed Tracing

Transaction sample () View transaction in Discover =
u Timestamp URL
2 hours ago (November 1st 2018, 11:34:28.798) http://172.18.0.8:3000/api/types
®
Duration % of trace Result User 1D
L 12ms 100.00% HTTP 2xx N/A
=
= Timeline Request Response System Service Process User Tags Custom
GD Services @ opb uby @ opb python @ opl java @ opbeans-go Beta
2ms 8ms 12ms

[

% Rack

GET opbeans-python

% GET opbeans.views.product_types

GET opbeans-java: 3000

+ DispatcherServiet#doGet

GET opbeans-go

GET /api/types

pe

SELECT FROM product_types

% e elasti
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Elastic OpenTracing Bridge

Reuse Existing Instrumentations

<dependency>
<groupld>co.elastic.apm</groupld>
<artifactld>apm-opentracing</artifactld>
<version>%{elastic-apm.version}</version>

</dependency>

import co.elastic.apm.opentracing.ElasticApmTracer;

import io.opentracing.Tracer

Tracer tracer = new ElasticApmTracer();

See:

Allows you to replace other
OpenTracing-compliant tracers like Jaeger
without having to change the rest of the
tracing code.

% e elastic


https://www.elastic.co/guide/en/apm/agent/java/current/opentracing-bridge.html

Elastic & Distributed Tracing

Integrating Zipkin, Jaeger with Elastic

Duration: Services: B Depth: B Total Spans: B)

L
- Zipkin & Jaeger FE—

Services 1.043ms 2.086ms 3.129ms 4.172ms 5.215ms

— Basic tracing information - — =

3.297ms : get /api

— Dependency diagram

' Dashboard / Zipkin Fullscreen  Share Clone Edit CAutorefresh < @ last12hours >
—  Out-of-the-box int ti ith Elasti h [
ut-of-the-pox Integration wi asticsearc (R
Average Duration Duration over time
® Dashboard
~ @ frontend
©  Timelion TS
. @ backend
° =
astlicsearc W
Y Machine Learning g
£ som
Infrastructure 2 2 2 H ~
. . . & s
8,761.919 2,397.262
— ich trace analvsis i g || §
microseconds microseconds 4000
APMm
DevTools \
— Long-term trace data storage s y
Management timestamp_mills per 10 minutes
C I t. .th I & t . Trace List #of Traces per Service
orrelation with logs & metrics
traceld: localEndpoint.serviceName: Descending timestamp_mil ® backend
Descending Descending per hour
85263b706923d128 frontend get/ 2019:01-12 00:0
852b3b7d6923d128 frontend get 2019.01-12 00:0
8520307d6923d128 backend get/api 20190112000
7dc2eaa601acade0  frontend get/ 2019:01-1112:0
7dc2eaa601acade0  frontend get 2019.01-1112:0
7dc2eaa601acdde0  backend get/api 20190111120
92b634cbe0babsb7  frontend get/ 2019-01-1112:0
92b634che0babsh?  frontend get 2019.01-1112:0
21 92b634cbe0babsh7 backend get/api 20190111120

Default
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Full stack monitoring in a single place

Adding end-user experience and application-level monitoring to the Elastic Stack

== APM Real User Monitoring (RUM)
= APM Application-level monitoring
B Beats Server-level monitoring
B Beats Gy Logstash Logging

% o elasti
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Where APM fits in the Elastic Stack

@ Beats

Logs

---------------

APM Agents

5 Metrics —_—
| @ Packets

Logstash

- os
)

®

Elasticsearch

APM Server

[ App - Basic (free) ]

®

Kibana

l .
% ¢ elastic
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Supported Languages & Frameworks
nede & 4]
® s,

JS

FIILS

rack

% elastic



RUM

Measures actual
end-user experience

See where the browser
spends its time

Similar waterfall view

Annotations at key DOM
events

K kibana

®

Discover

Visualize

Dashboard

Timelion

Canvas

Machine Learning

Infrastructure

Logs

APM

Graph

Dev Tools

Monitoring

Management

elastic

Logout

Transaction sample AEHERE 3 =
10 minutes ago (! A N/A
9,286 ms 100.0% N/A N/A

Timeline Service User Tags Custom

firstContentfulPaint

Services @ carfront 9,628 ms

e
@ Car List 9,286 ms

Requesting and receiving the document 8418 ms

Parsing the document, executing sync. scripts 863 ms

http://localhost:3000/static/js/bundle.js 64 ms

http://localhost:3000/static/js/0.chunk.js 371 ms
|

http://localhost:3000/static/js/main.chunkijs 68 ms

GET http://localhost:8080/api/cars 9,864 us

25



opbeans-ruby

QU Search transactions and errors... (E.g. transaction.duration.us > 300000 AND context.response.status_code >= 400)

Request

Group ID

a9e89

bb523

9bdaf

083c3

f18ba

a4daf

2ce7s

5ca@b

65bba

Errors

Error message and culprit

This is a message
message

ZeroDivisionError: divided by @
/

ZeroDivisionError: divided by @
4

ActiveRecord: :ConnectionTimeoutError:
block in wait_poll

ActiveRecord: :ConnectionTimeoutError:
block in wait_poll

ActiveRecord: :ConnectionTimeoutError:
block in wait_poll

ActiveRecord: :ConnectionTimeoutError:
block in wait_poll

ActiveRecord: :ConnectionTimeoutError:
block in wait_poll

ActiveRecord: :ConnectionTimeoutError:
block in wait_poll

could

could

could

could

could

could

obtain

obtain

obtain

obtain

obtain

obtain

El

a

a

a

El

a

connection...

connection...

connection...

connection...

connection...

connection...

Enable error reports

This form will assist in creating a Watch that can

notify you of error occurrences from this service.

To learn more about Watcher, please read our
documentation.

Condition
Occurrences threshold per error group
# 10

Threshold to be met for error group to be included in
report.

Trigger schedule

Choose the time interval for the report, when
the threshold is exceeded.

© Daily report

08:00 UTC v

The daily report will be sent at 04:00 / 04:00 AM (EDT).

Interval

10 mins

Time interval between reports.

Actions

Alerting
Integration

Daily or Interval based
Configurable Threshold

Slack or email
notification




([ J
M I I n l eg a l Io n 40w/ oty Tmstions APM feedback CAuto-refresh € © August 9th 2018, 20:00:00.000 to August 10th 2018, 07:00:00.000 >

opbeans-ruby

ntegrations |

Request Errors

Response times

e Calculate anomaly - ke S —
scores on high response A, /\ﬂ./"*’\,m\-\,/‘m\’»\Nm,j\f/‘w\"\/ \.M(Ww, |
times \ |
Graph annotations when |
score is over 75 =

27




28

Import Dashboards or Make Custom Visualizations

Just another index

Dashboard / [APM] Transactions

>_ ﬁearch.“ (e.g. status:200 AND extension:PHP)

Full screen  Share Clone  Edit

Client distribution

Add a filter +

Transaction Times [APM]

250 ms

150 ms
100 ms
50 ms

0ms
22:45 22:50 22:55
per 60 seconds

Top Transactions for Time Period [APM]

Transaction
Ivets

/

lerror
FindOwnersPage
VisitsPage
ErrorPage

VetsPage

>

200 ms /\\
L~ AR

Type
page-load
page-load
page-load
Events
Events
Events

Events

® Average
95th Percentile (95)

@ 99th Percentile (99)

45 ms

125ms

173 ms

Avg. Resp Time (ms)

709
581
305
286
255
234
213

Transaction Per Minute [APM]

800 tpm

750 tpm

700 tpm

650 tpm

600 tpm

+
CAuto-re B . ° o
L ]
[ ]

Operating systems breakdown

22:46 22:48 22:50 22:52

95th percentile of Resp Time (ms)
2554
2464
1775
2041
1961
2217
2111

per 60 second

Vi

2¢

7]

31

2

7¢ ®MacOSX @10
b24015af5ffcb92f View Spans
30b3a33fa5d08c13 View Spans

Count
©1-4,003

@ 4,003 - 8,005
@ 8,005 - 12,007
® 12,007 - 16,009
® 16,009 20,011

© OpenStrestMap contributors, Elastic Maps Service |

@ Browsers breakdown I

\
Y

@ Chrome @ Firefox @ Edge ®IE ®72 @71 @70 ®69 ®68 @65 @58
960 962 057 017 183 11 @7

[
(

@ elastic
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Application Architecture

React frontend
Node.js Express proxy
Java backend

MySQL data store
Python for address
lookup

Elasticsearch backend
e Elastic Cloud:

o ES
o Kibana
o APM

B Filebest INGRESS

0 Packet beat

Metricheat \L

[1] Avditbeat

IR8SS rvice  (Round Robin) I

ﬂil:

NGINX i NGINX NGINX
REACT REACT |
PROXY PROXY PROXY
NODE NODE NODE

A

;w v

lK?SS rvice  (Rou de)] 'K?SSevnce (Round Robin) I

— T

—[XO8]__[%e8| %68 — %68 __jxen] _xos)

NGINX Vo T e [T e ) [T
SPRING SPRING SPRING Python Flask Pyfhon Flask Python Flask
(TAVA) (TAVA) (TAVA) Mo M e
<GB [<oB
MYSQL ELASTICSEARCH
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Key Takeaways
Why Elastic APM?

- Elastic APM is OpenTracing compliant

« Elastic OpenTracing bridge allows instrumentation reuse

- Elastic Stack is a great scalable long-term storage for other tracers

« Elastic provides rich analytics for tracing data Elastic or not

« Elastic is a great platform for all three pillars of observability - logging,

metrics & tracing

31 % elastic
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Resources

Elastic APM: https://www.elastic.co/solutions/apm
Blog: Distributed Tracing. OpenTracing & Elastic APM

Blog: A Sip of Elastic RUM (Real User Monitoring)

APM Forum: https://discuss.elastic.co/c/apm

Wa
%
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https://www.elastic.co/solutions/apm
https://www.elastic.co/blog/distributed-tracing-opentracing-and-elastic-apm
https://www.elastic.co/blog/performing-real-user-monitoring-rum-with-elastic-apm
https://discuss.elastic.co/c/apm
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Thank You

Web : www.elastic.co

Demos: demo.elastic.co

Products : https://www.elastic.co/products

Forums : https://discuss.elastic.co/

Community : https://www.elastic.co/community/meetups
Twitter : @elastic



http://demo.elastic.co
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Questions?




