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The Quick Starter Stack for Robotics, |oT, and Big Data

a Introducing OTTO Motors

©) 10T, Elastic, and fishing. .

e Our Elastic loT Stack - tips and tricks included!

° Elastic at Work
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Who is OTTO Motors?

GJ CLEARPATH

2,000+ self-driving robots in over 40

countries.

@CLEARPATH OTTO

ROBOTICS™ 44

Market-leading mobile robots for Flexible and intelligent self-
advanced research and driving vehicles for industrial

development. materials handling.
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WE DESIGN, MANUFACTURE AND OPERATE SELF-
DRIVING VEHICLES FOR INDUSTRY, WITH THE ULTIMATE
GOAL OF MAKING HUMAN DRIVING OBSOLETE.




Selt-driving vehicles relieve the burden of
material movement so your workforce can focus

on higher value activities.

D OOQ
a @

Overcome Labour Recover Wasted Standardize Across

Shortages Floor Space All Facilities

@ elastic

~

Get Real-Time

Insights Anywhere







OTTO 100

OTTO 1500

Move pallets, racks, and Move carts, bins, and
loads weighing up to

1500kg.

@ elastic

boxes weighing up to
100kg.

elasticm



L — PUTTING OTTO

. . TOWORK
|
orro = B ; OTTO can be put to work a way that fits
R i ' your workflow. The OTTO Fleet Manager connec
— K multiple self-driving vehicles to your production
' process for higher levels of efficiency and contro

AN

Scheduled dispatch Software dispatch

Create a custom ERP, WMS, MES
Create jobs for OTTO schedule of jobs Call OTTO for work integrations for
manually with a by day, time, and with connected PLCs automated and
tablet or computer in production and sensors located coordinated material
the workstation or on requirements. pickup and delivery moves.

@ elastic a fork truck. points. elasticm



loT, Elastic, and fishing...







The cruel sea...







Be Careful what you wish for
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We just need somewhere to stand




Diagnostic lifecycle

From lifeboat to cruise liner.

Survive Measure Industrialize Farm

Regress

q .
%@ elastic 16
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Teach a man to fish

For every system we ever deploy?
For every thing in the system we can
measure?

In a graph, with an arbitrary time domain,
capture it always, so it’s there whenever |
[oe] ¢4

This is too hard, how do | make that
number come to me?

| can’t keep asking you, how do | find it?

What is the temperature of the motor
from that robot?

All Systems Correlated, Arbitrary
Aggregated Measurement by Automation

Full System Correlated, Arbitrary
Aggregated Measurement by Automation

Specific Aggregated Measurement
by Automation

Specific Instantaneous Measurement
by Automation

Specific Instantaneous Measurement
by inspection

Specific Instantaneous Measurement
by request




Teach a man to fish: Part |l

A

SKSYENET

Working out limits is hard, can the

computer do it? Notification on Al derived outliers

- It kicks me too often, can it wait until it is Notification on time / state based
m important? conditions
—
' Looking is hard, can it tell me when things Notification on manual instantaneous
0 | don’t like happen? limits

All Systems Correlated, Arbitrary

| can see “all the things Aggregated Measurement by Automation

R
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Why call this loT?

» loT isn’'t a new concept or idea...

»  The "perfect storm” exists now for loT — you can’t ignore it anymore
Wide spectrum of connectivity options
Growing cloud, on prem, field and edge computing choices

Rich ecosystem of software components and solutions

- So WHY do loT?

Make products better, faster

Find new opportunities and insights

¢, o elasti 19
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Solr = (uentd

— Jupyter

APACHE

Spark

< Sphinx
APACHE
STORM"
I=) CouchDB InfluxDB ~ Pestoresth

relax

.o amazon {GRAYLOGZ \

17 webservices e Log Managem
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cassandra MySOL. Pachyderm




Elastic — Quick Starter for loT

Iogstash beats

pgthon

- HTTP / JSON API's
- Easy to use client libraries

» Rich data collection options

¢ o elasti
.oeas |1C

elasticsearch

- Start with a single install
- Easily scale as you grow

* No other systems required

to start

21

Kibana

- Web based, easy to use
- Ever expanding features

» Well integrated (X-Pack)
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Not just for loT...

We have found our needs to monitor,
manage and de-risk software
development, testing and infrastructure
along with IT needs also benefit with the

Elastic stack
We share a growing set of systems, tools
and expertise with both our loT and

internal efforts equally

Internal systems use the same loT paths

@® master discover
\ rosmaster
tincd

@ rosbag recorder

® sunicorn

i
i
| ® debsums
|
| ® python

@® pgbouncer

@® super
@® rosou

L BB Host
® elasti
® gzip

® updatedb.mlocat
@® logrotate

@ kworker/u12:1

® farsight_node

rsvnc

rer time

MJ\A/\«\/\/M/

system.process.name: Descending
ey @timestamp per hour

Memory usage per process

2St-01: Host

Max system.;;rocess.memory.rss.pct 2.4%

elastic-relay
November 19th 2017,

dev-vm-fakerobot-test

Number of processes

Number of Processes

238

@timestam,

Process st




K

Nimbus Extra Info
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1493654181

FLEET V@V

STATUS MISSIONS

VIEW ALL
Robot 01

i) e

Robot 02

I oueuen

Robot 03
3 o,

Robot 04

Robot 05
) RUNNING
Robot 06

i o

Robot 07

EXCEPTIONS

(i WAITING FOR SIGNAL

Robot 08

") ueue

Robot 09

I WAITING FOR APPLIANCE

Robot 10
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Our Elastic loT Stack




How we gather lo1 Data

Robots send key Fleet Manager Data is transmitted Data origin, context Accepted data is

Data to their Fleet aggregates key back to OTTO HQ and content is Indexed and stored
Manager VM data locally at controlled analyzed and in Elasticsearch
on customer premises intervals accepted or rejected

% elastic 25 E|aStiCm
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loT Component Diagram
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Monitoring our loT Stack

» We use a mixture of load balancers,
reverse proxy servers, |IPS/IDS,
Firewalls, Virtualization technologies
along with industry standard encryption [ ——
together to ensure the safe transport - | |
and acceptance of valid data

board
APrOXY - Eng:’,}‘ SSSSSS

8 0 § Q@O RFEO®

- Elastic also is a key resource used to
monitor our transport of said loT data

6 oxx%a0r o PY

» Elastic helps keep elastic safe!

¢, o elasti 27
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Eage Architecture

* We poll over 5k+ data points every 10 seconds
from each Robot in a fleet

* From per process CPU time to WiFi signal
strength, motor temperatures, navigation details
and other metrics related to autonomous
software functions are all gathered

- All data i1s aggregated in 30 minute reporting
windows using various numerical techniques
(lossy) — this gives us a better storage/network

utilization balance

> @ elastic 28



Edge Architecture Components

- We use a mixture of services on Robots and our Fleet Manager VM. Data is
aggregated and then sent back to our on-premises Elastic cluster.

--------------------------------------------------------------------------------------------------------------

- (EL STATSB elastic-rela
R — ] S y
0S I

iy | Sarbon [ th
STATSD _>#collec’rd g j‘ Regli;y?l\rl]g python

S
LinuxQ e

-------------------------------------------

----------------------------------------

OTTO
Robot(s)

¢, o elasti 29
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L. . Postgre SQL
- g
OTTO Fleet

Manager VM

elastic@



Edge Architecture Summary

- Accuracy - Collects lots of low level
measurements before final ingestion

- Big Picture - Flexible aggregation of raw
measurements easily (min/max, avg, delta,
stdev, rate, etc...)

* Flexible - Aggregation reporting period Is
configurable, changed on the fly later?

* Resilient - Store and forward, uplink does not
have to be online all the time

¢, o elasti
@9 elastic 30



Exposing Elastic e

- |IF you ask an Elastic Engineer, they'll tell you the 7
following advice (and it's good advice to follow) o

. Write your own application API’s, have your -
applications in field talk to your service API’s

. Have your service, internally talk to Elasticsearch '
as its own backend privately

- DO NOT EXPOSE Elasticsearch directly to the f
Internet!

¢ o elasti .
¢ elastic
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Secure Elasticsearch with HAProxy DX HAPROXY

We use HAProxy to inline scan and limit data/paths/API’s

Proxy - Elastic Field Telemetry HTTP Status Tre...

1200
M7elemetry Delivered OK (HTTP/200) \

M 7elemetry Rejected (HTTP/400)
- Applications behind reverse proxies that limit

Telemetry Failures (HTTP/500)

800

transactions provide a better security story

600

- We filter based on payloads, context, origin,

reputation and AP| usage along with other attributes

—
—
= —
—
—

-
—-— -
S —
-
-
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—
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Bulk IS Better

Elasticsearch Bulk API's allow for many transactions to be sent together. Great for loT!

POST bulk

{ llindexll : { ll_indexll : ”teSt” : ”_type” : lltypelll : ll_idll : lllll } }
{ "fieldl" : "valuel" }

{ llde'Letell : { ll_indexll : lltestll : ll_typell : lltypelll : ll_idll : IIZII } }
{ ”Create” : { ll_indexll : lltestll : ll_typell : lltypelll : ll_idll : ll3ll } }
{ "fieldl" : "valuel3d" }

{ ”update” : {ll_idll : lllll : ”_type” : lltypelll : ll_indexll : ”teSt”} }

{ "doc" : {"field2" : "valuel"} }

> @ elastic 33




Example HAProxy BULK rules

Allow Bulk API to write into Index’s my_indices.” via only ‘insert/update’ operation(s)

acl url inbound bulk url reg *\/example/elastic/my indices.*/ bulk
acl url inbound bulk url reg ~\/example/elastic/ bulk

acl elastic bulk supported methods reqg.body -m reg
acl elastic bulk supported methods reqg.body -m reg

acl elastic bulk denied methods req.body -m reg -1
acl elastic bulk denied methods req.body -m reg -1
acl elastic bulk denied methods req.body -m reg -1

> @ elastic

34

-1 "Af\"update\":
-1 "M \"index\":{

llA{\lldeLete\ll I
H/\{\Hcreate\ll I
ll/\{\ll Script\ll I

elasticm



More Example HAProxy Rules

Block BULK payloads we can't fully examine, and limit Index access by name
option http-buffer-request
acl elastic bulk denied payloads hdr beg(Transfter-Encoding) -1 chunk

acl elastic example bulk allow indices reqg.body -m reg -1 "\" index\":

#5 elastic 35 elastic{j}



Helpful Tools for ACL Building

*  Documentation and other examples online — read the fine manuals!

Wireshark / SSH piping of tcpdump live traffic remotely

N 4 - - l.@ A © @ e Q T & BB B E¥E X @
M Wireshark - Interface Options: SSN remote capture T - [
s N T ) ‘ Inf
212 2015-09- .439581000 16.26.19.262 10.25.3.11 HTTP 1621 GET / HTTP/1.1
Remote SSH server address 214 2015-09 .479745000 10.25.3.11 10.26.19.202 HTTP 417 HTTP/1.1 302 FOUND
Ca ptu re 222 2015-09- .482558000 10.26.19.262 10.25.3.11 HTTP 1025 GET /cpr/ HTTP/1.1
235 2015-09- .636226000 10.25.3.11 10.26.19.262 HTTP 71 HTTP/1.1 200 OK (text/html)
Remote SSH server port 22 259 2015-09- .802720000 10.32.50.12 10.25.3.11 HTTP 1065 POST /api/21/store/ HTTP/1.1 (application/octet-stream)
i ie filkor: Entor anture 261 2015-09- .069715000 10.25.3.11 10.32.50.12 HTTP 493 HTTP/1.1 200 0K (application/json)
"'USIng thls fllter' l ter ac ‘L' | ter . 269 2015-69- .073512000 10.32.50.12 10.25.3.11 HTTP 1066 POST /api/21/store/ HTTP/1.1 (application/octet-stream)
Remote SSH server username g]aCObS 271 2015-09- .144271000 10.25.3.11 10.32.50.12 HTTP 493 HTTP/1.1 200 0K (application/json)
483 2015-09 .986408000 10.32.50.12 10.25.3.11 HTTP 1866 POST /api/21/store/ HTTP/1.1 (application/octet-stream)
. 485 2015-09- .062374000 10.25.3.11 10.32.50.12 HTTP 493 HTTP/1.1 200 0K (application/json)
Local Area Connection — Remote SSH server password 0P i
VirtualBox Host-Only Network N b
. . Path to SSH private ke
Wireless Network Connection 3 __ p Y
BI h k c . »Frame 212: 1021 bytes on wire (8168 bits), 1021 bytes captured (8168 bits) on interface
uetooth Network Connection ___ »Ethernet II, Src: bc:ea:fa:al:6b:@e (bc:ea:fa:al:6b:@e), Dst: Vmware bd:53:20 (90:50:56:b4:53:28)
X R SSH key passphrase »Internet Protocol Version 4, Src: 10.26.19.202 (10.26.19.202), Dst: 10.25.3.11 (10.25.3.11)
Wireless Network Connection 2 ___ »Transmission Control Protocol, Src Port: 39863 (39063), Dst Port: http (80), Seq: 1, Ack: 1, Len: 955
. ) - wHypertext Transfer Protocol
Wireless Network Connection A Remote interface eth0 »GET / HITP/1.1\r\n
Host: prod-va-sen 1.internal.clearpathrobotics.comr\n

Connection: keep \r\n
Accept: text/html,application/xhtml+xnl,application/xml;q=6.9,image/webp,*/*;q=0.8\r\n
Upgrade-Ins Requests: 1\r\n

User-Agent: Mozilla/5.0 (X11; Linux x86_64) AppleWebKit/537.36 (KHTML, like Gecko) Chrome/45.0.2454.99 Safari/537.36\r\r
Accept-Encoding: gzip, deflate, sdch\r\n
n;q=0.8,en-US;q=0.6\r\n

Local Area Connection 2 - Remote capture command

@ Cisco remote capture —
Use sudo on the remote machine

@ sSH remote capture ==

Accept-Language: en-
[ 22678.1438698061. 4. 2. utmcsr=google | utmcen=(organic) |utmend=organic |utmctr=(not%26provided) ; wooTracker=wMDEj fvuug3i; ga=GAl.2.1644629)

N i n truncated] Cookie utma=111422678.1644628771.1434995893.1441812780.1441912399.6; utmz=
® UDP Listener remote capture Remote capture filter ot port 22
Packets to capture 0 [HTTP request 1/1]
Lea rn P [Response in frame: 2141
- . PR . 0000
User's Guide Wiki Questions and | J‘ Save parameter on capture start 0010
0020
You are running Wireshark 2.4.1 (v2.4.1-0- P | ~ 0030 0 gjacobs@CPRO0430: ~ ‘
9 ( g Restore Defaults‘ Sta Close Help ga‘(‘c giacobs@CPRO0430: ~ 139x3
0066
0070
\ y 0086
0090

* GOR (Go and Replay) - https://goreplay.org/ staging

gor listen gor replay HTTP
10 rps

HTTP

\
YYvy

HTTP dev
Production 5 rps

q .
%9 elastic 36



Naming Standards = Good

Having a naming standard for Indices and aliases simplify content

iInspection rules, administration and automation

Rules block namespace access to indices and operations via URL

paths — naming standards help in part

Allows us to build better workflows and tooling

¢, @ elastic 37
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Make Elastic work
better with some of
these friends




RunDeck + Elastic Curator =

RunDeck - complex workflows and tasks, including time

= prod-ph-elas1 Jobs Nodes Commands Activity Project ~

triggered events

7206 Results matching your query ¥ Auto refresh

®@ #7309 Snapshot dry_run_flag: = log_level: INFO 1/30/18 3:01 PMin 1m49s by you Locally 1 ok
Jobs/curator_cli - Backup
and Rotate All Snapshot
Indices (Hourly minus NAS
syncs)

®@ #7308 Snapshot dry run_flag: " log_level: INFO 1/30/18 2:02 PM in 2m44s by you Locally 1 0k

Elasticsearch Curator - helps you curate, your indices

and Rotate All Snapshot
Indices (Hourly minus NAS
syncs)

®@ #7307 Snapshot dry_run_flag: = log_level: INFO 1/30/18 1:01 PM in 1m58s by you Locally 1 ok

and snapshots easily (and much more)

and Rotate All Snapshot
Indices (Hourly minus NAS
syncs)

®@ #7306 Snapshot dry run_flag: = log_level: INFO 1/30/18 12:01 PM in Tm57s by you Locally 1 ok
Jobs/curator_cli - Backup
and Rotate All Snapshot
Indices (Hourly minus NAS

=RUNDECK

Combined together they've proven to be a superb

administrator workflow stack that is easy to use



RunDeck Curator Examples — Source Control

- One-Click source control for all configuration changes, RunDeck has SCM Plugins for that!

RUNDECK = prod-ph-elas1 Jobs Nodes Commands  Activity o gjacobs ~

6 Jobs matching filter:

uFerceSy’ncedFlush ~ Advisable tc efore any rolling upgrade efforts are started More Y

v [3) Lifecycle Jobs/curator cli - Delete older indicies (daily)-6f898e3e-80f2-45e6-80¢5-7f59896... Y @ View file @ a495fd3c

‘Grcup Management Expand All Collapse A
G—7 GitLab Projects v  Groups More Vv f’ V This project  Search
4+ Top
-— -_ = prod-ph-elasi-rundeck > Commits > a495fd3c
v ' Management -
a Commit aa95fd3c iy authored 4 weeks ago by ',: Greg Jacobs 1 Browse files Options ~
I3 Change cluster recovery speed ~ Change ster recovery speed banc ith limiter More »
®  Added logstash-suricata roll off job
n Create aliased Index for use ~ Prc o
<O~ parent 952b0ofb P master
uDeereSEH‘gllere-:OrC - | JVIUCS d » -, -, ,77’?',': WL o A v w ¥ - o o A v L v y w e | [ " Y n
NS O Showing 1 changed file v with 12 additions and 0 deletions Hide whitespace changes Inline  Side-by-side
O
o

3 Manual Rollover ~ Allows forcing ediate ser for ¢ - ed alias. A N

<scriptargs />
</command>
<command>

<description>Delete older logstash-suricata stored data</description>

D Vacate Node Gracefully ~
— - r'.‘f(jl'e ) <script> "

® running ® recent @ failed 4 by you " sertptogs />

<description>Delete older fakerobots data</description>
<script>
1 1

" Rundeck. Inc. A ' Rundeck 21001 Y “cafe mocha teal glass” : 10-1 Licenses - Help

orod-vm-elas1-adm-01:4440/.../7fa1493f-7/9b0-4993-b96...

& o elastic 40 elastic{l



RunDeck Curator Config Management

* We use RunlC

1. F9 [28 lines]

ieck to entirely manage curator configurations

Can change any aspect via RunDeck, and SCM it!

Generate global curator configuration file

2. ) [139 lines]

Generate Rollover Configuration to Execute (RunDeck SCM Managed)

3. 42 lines]

Execute curator Rollover API job

¢ o elasti
‘oeas |1C

1
2
3

OO B W N

0

10
11
12
13
14
15
16
17
18
19

1 Fk!/bin/sh
2
3 FILE="/etc/curator/curator.yml”
4
5 /bin/cat <<EOM >$FILE
6 - -
7 client:
8 hosts:
9 - 127.0.0.1
10 port: 9200
11 url prefix:
12 use ssl: False
13 certificate:
14 client cert:
15 client_key:
16 ssl no_validate: False
17 http_auth:
18 timeout: 240
19 master_only: False
20
21 logging:
22 loglevel: @option.log level(@
23 logfile:
24 logformat: default
25 blacklist: ['elasticsearch', 'urllib3']
26
27 EOM
28 cat /etc/curator/curator.yml

k! /bin/sh
FILE="/etc/curator/rollover.yml"

/bin/cat <<EOM >$FILE

# Rollover infrastructure team HAProxy logs matching conditions below

actions:
1:
action: rollover
description: >-

Rollover the HAProxy associated with index 'als _infra_haproxylogs ingress’

options:
continue if exception: True
disable _action: False
name: als infra_haproxylogs ingress
conditions:
max_age: 1d
max_docs: 10000000

k Execute Curator Rollover job as per configuration saved by RunDeck
/usr/local/bin/curator @option.dry run flag@ --config /etc/curator/curator.yml /etc/curator/rollover.yml I

41
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RunDeck Options Providers + Elastic API's

» Option providers allow rich ‘wizard’ style workflows for users easily

Il Management

Options: m

B Delete single record « o change = acion~ »
Name Values Restriction
Provi workflow | iIngle record from an index with ific record-id. USE with . : -
Ovides a workllow 1o deieto a single record from a dex with a speciiic record-id with CARE index_name Index we will delete a record from  URL Strict XQeditt 41
Prepare and Run... Definition type_name Record type of index record entry to delete  URL Strict XGedtt ¥ 1
id_name ID # string of record to delete [\w_-]+ XTZeditt+1
o build-packetbeat-2017.11.08 v Run Job Now P
- . Run Job Later ©
Index we will delete a record from
¥ Follow execution
(o) doc v Workflow: If a step fails: @ Stop at the failed step. ' Run remaining steps before failing.
type_name Strategy: Node First v
Record type of index record entry to delete Execute all steps on a node before proceeding to the next node.
Explain »
id_name A
ID # string of record to delete Global Log Filters:
+ add
Log level ® Normal © Debug 1.
Debug level produces more output Enter the entire script to execute

1 # Delete a specific ID record from an index matching our document name type
2 curl -sS -XDELETE '"http://localhost:92808/@option.index_name@/@option.type_name@/@option.id_namefd’
3

1 # Delete a specific ID record from an index matching our document name type
2 curl -sS -XDELETE "http://localhost:9288/@option.index name@/@option.type name@/@option.id name@’

elastic 42 elastic@
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RunDeck Options Providers + Elastic API's

B Create aliased Index for use « . Change I Action ~

Provides a baseline template with suggested entries and aliases for lifecycle management

Prepare and Run...

basename_type

ignore_malformed

index_base_name

replicas

shards

total_fields

Definition

dev dev v

Type/team of index data as per internal standards

false v

Specify if the system should ignore all data if some does not match mapping datatypes. Factory default is false.

Consult a guru if you are going to set this to true.

Base name of index to be create. Example: "widgets_shipped"
Be sure to comply with naming standards as per: https://wiki.clearpathrobotics.com/display/Sl/Elastic+Elas1+Cluster

Don't use 'index' in the name. We know it is an index already )

1 v

Number of replicas to maintain per index. Factory default is 1.

Increase # of replicas for better read performance and data resilency. Set to zero if you want to keep data footprint low
on cluster for experimental stuff but not resilent.

Consult a guru befor changing from the default to be safe.

1 v

Number of shards. If the total data footprint will be lower than 5 gig, go with 1. If you think its more, go with 4 or 5.
Consult a guru.

1000 1000 v

Total fields allowed in index. Factory default from elastic is 1000. Don't change this without talking to a guru please. If
you know an application will use few, keep lower to safeguard code from spamming you.

This below is a ‘wizard’ allows easy setup of new indices with Rollover aliases. Note inline documentation.

1 # Create an index template that sets up the alias grouping for rotation handling for Rollover API usage
2 curl -sS -XPUT 'http://localhost:9200/ template/@option.basename_ type@ @option.index _base name@' -d '
3~ o

4 "order": O,

5 "template": "@option.basename type@ @option.index base name@-*",

6~ "settings": {

7 "number_of shards": @option.shards@,

8 "number_of replicas": @option.replicas@,

Qv "index": { ) -

10 ~ "mapping": {

11 ~ "total fields": {

12 "limit": "@option.total fields@"

13 ¥

14 "ignore_malformed"”: "@option.ignore_malformed@"

15 }

16 ¥

17 Js

18 "mappings": {},

19 ~ "aliases": {

20 "als (@option.basename_type@ @option.index _base name@": {7},

21 "als @option.basename_ type@ @option.index base name@ ingress": {}
22 )

23}

24 '

q .
%@ elastic
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Elastic Python RunDeck Options Provider

Example - Use the cat API to provide a list of nodes to RunDeck

1 from flask import Flask, request, jsonify

- LEREE TEI Allowed Values () List @ Remote URL

3 import requests

A app = Flask( name ) http://localhost:5000/nodes
i / A URL to a Remote JSON service.
& @app.route(’/nodes’)

7~ def get nodes():

38 r = requests.get('http://localhost:9200/_cat/nodes?h=name')

9 results = list() T——

19 ~ for node in sorted(r.text.splitlines()):

11 results.append({'name’: node, 'value’': node})

12 return jsonify(results)

13

14~ if name__ == "_ main__ ":

15 app.run(host="9.0.9.8"', port=5000)

q .
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NetData — See your cluster in real-time

- NetData has helped us understand and observe how our cluster works in real-time via custom dashboards

» https://github.com/firehol/netdata/wiki/Custom-Dashboards (see custom dashboard examples)

% o elastic 45 elastic{l



NetData — top for your browser (and more)

Single pane of glass to view details on any single node and services like HAProxy, Elastic, Java JMX etc

See https://my-netdata.io for more details!

¢, e elastic




X-Pack Monitoring — Custom Dashboards x

X-pack

AL ipdiud 1 T .i'_."h.
f’«i"ﬁ" L‘JW“HI 'Lﬂm-rn’ L "k""‘ﬁ-lvl&’-f‘q‘v“ il

P orod-pih-elas1-h 42-13481

i prod-ph-gles ] -fawior-32 1300

@ crod-pr-glas] hawiord]S 626

B crodoam-siast kit (] 52 :
orod-am-siastAoo02 494 ‘

* Elas1 Top Queried Indicies

elastic

\
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A\ SENTRY

Telemetry / elastic periodic diagnostic reporter (v

Sentry + Elastic

Unstar Project 4 Project Settings
Issues Overview User Feedback Releases
| |

M O re re I I a b I e rOd l l CtS VI a I O I ConnectionTimeout elasticsearch.connection.http_requests in perform_request ASSIGNED FVENTS oERS
® ConnectionTimeout caused by - Timeout((<urllib3.connectionVerifiedHTTPSConnection object at & v 15k 0
0x7f767055a4d0>, 'Connection to l=ms el = 5 lwm gl =l 0 = timed out. (connect timeout=10)"))

+ Resolve | v Ignore v * | JIRA v

Details Comments User Feedback Tags Related Events Share this event

Event 1483d6ac321042b4a68d9b209619732b

Sentry — Never reproduce a software failure!

KK Older Production v
Jan 30,2018 9:21:20 AM EST JSON (8.8 KB)
TAGS LAST 24 HOURS
level = error server_name transaction | elasticsearch.connection.http requests in perform request

» We use Sentry in all aspects of our product development and connectionTimeout

ConnectionTimeout caused by - Timeout((<urllib3.connection.VerifiedHTTPSConnection object at ©x7feb5c13ed90>, 'Connection

to | timed out. (connect timeout=10)'))

u S ag e elasticsearch/connection/http_requests.py in perform_request at line 76 -
71. except requests.exceptions.SSLError as e:
72. self.log request fail(method, url, body, time.time() - start, exception=e)
73. raise SSLError('N/A"', str(e), e)
74. except requests.Timeout as e:
75. self.log _request_fail(method, url, body, time.time() - start, exception=e)

2 76. raise ConnectionTimeout('TIMEOUT', str(e), e)
- Javascript, Python, C/C++ (our own custom component) and other —
) ) 77. except requests.ConnectionError as e:

78. self.log _request_fail(method, url, body, time.time() - start, exception=e)

I rt d t k . I d- I . h k 79. raise Connectionkrror('N/A", str(e), e)

anguages supported turn key including logging hooks

81. # raise errors based on http status codes, let the client handle those if needed
body ": 0.04030342847399737, "@timestamp": "2018-01-30T14:21:10",

~—

": 349961.53154007334, "State": {" msg": "INFO: OK",
": "Nl T is idle - job queue is empty"”,
": "Robot is in autonomous mode ",
": "Robot in localization mode, '

- Used to ensure our loT stack components, can report back any

failures so we can easily correct issues

¢, o elasti 48
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Sentry + Elastic A\ SENTRY

Dashboard / Sentry - Crash Dashboard Share Clone Edit Reporting Ul 1minute € O Last12hours %

‘ * Uses lucene query syntax n

Add a filter 4

Software Failures — Big Data Metrics

Sentry - Basename cloud <" Sentry - Release cloud M

nodelet reshag_recorder

ohject_tracking clearpath-2.9devel (2.9.0~devel20180129221031-0)

e clearpatn-2.9devel (2.9.0~devel20180130141029
targel_tracker geserver-19.0 clearpath-2 9devel (2.0.0~devel20180128211034-0)
th-2 9devel (2.0.0 0]

Experimental Sentry Elastic Reporting

Sentry - Crash heatmap path vs hostnames g
0-28 : ®

e -

nodelet <

159
86
1

rotate_image_node <t
target_tracker [t

- Sentry server based on Python Django - write custom plugins!

gzserver-7.9.0 <

rosbag_recorder Count 4 <
tags.Base-Name.keyword: Descending gzserver-7.9.0
rzr_node sentry.User.data.Hostname.keyword: Descending CPR00612 -

tags.Base-Name.keyword: Descending

stereo_monitor_node

Image_view -
[ ] | ] | | n n
*  Presel Itly Indexir 1J every software failure into Elasticsearch
python2
< . ) =] ~ < < o
- 3 S g 5 a 3 =
N 0 = =t b3 2 ) =
g 2 E 2 5 E g
(=3 o Q. a o o o))
& & o v < & T
& g £ fox 2
g g g &
g 8 B £
- - - Qo
sentry.User.data.Hostname.keyword: Descending
Crash URLs by Base-Name N
1-500f 526 £ >
Time issue_url tags.Base-Name culprit

°® Va St Ote n ti a I fO r i m roved WO rkfl OWS a n d m etri CS based » January 30th 2018, 11:31:45.000 https://sentry.clearpathrobotics.com/cpr/cpr crash reporter/issues/586831/ object_tracking unknown:0

I I » January 30th 2018, 11:31:44.000 https://sentry.clearpathrobotics.com/cpr/cpr crash reporter/issues/586831/ object_tracking unknown:0

» January 30th 2018, 11:31:39.000  https://sentry.clearpathrobotics.com/cpr/cpr crash reporter/issues/586831/ object_tracking unknown:0

» January 30th 2018, 11:31:27.000 https://sentry.clearpathrobotics.com/cpr/cpr crash reporter/issues/586831/ object_tracking unknown:0

| ] n n | ] n
SOftwa re q l l a I Ity I n Itl atlves » January 30th 2018, 11:30:56.000 https://sentry.clearpathrobotics.com/cpr/cpr crash reporter/issues/586831/ object_tracking unknown:0
» January 30th 2018, 11:30:53.000 https://sentry.clearpathrobotics.com/cpr/cpr crash reporter/issues/586831/ object_tracking unknown:0 v
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Elastic + Nagios

Status Summary For All Host Groups Status Summary For All Service Groups
Host Group Hosts Services Service Group Hosts Services
Axis Cameras Xen and CPE1 (Axis Camera) Bl 10Up 10 Ok Analytic tooling and systems (Analytics) B 2Up 22 Ok
| | |
UPS's for CPE1, CPE2, and CPE3 (Clearpath UPS) _ /M 8up 40 Ok Login and Authentication Services (Authentication) _ /B 2Uup o S
0 104.5 s
Production Linux Servers (Core Linux Server) /Bl 7Up 57 Ok Bag / Data processing systems (Bag Processing) /B 1Up 15 Ok 43.701Mb/s 30.634Mb/s
h h 482 Ok 13 Up 139
e Swi (Core Swi s) 9 Up . P 3
Core Switches (Core Switches) - - : 2 Critical EngSys components that build software, manage source (Build Systems) [l W g
Down Unk L
Printers (CPR Printers) B 6Up 6 Ok enInb en Ot
. . . Linux Servers (linux-servers) o su 50 Ok Crash Analytics (Crash Analytics) /M 2 Sy e—
( ) u n E 9 f ?d I I I ‘ ' I e tl l a I I u St X_ P a C k M ( , I I It( , I I I l Clearpath PDUs (all racks) (PDUs) Bl 3Up 3 Ok Elastic services (Elastic Cluster) > | 2 Up 164
SAN's and NAS' (Storage Servers) /@l 5Up 343 Ok Elastic Data Health (Elastic Data) > p
Clearpath Access Points (all 3 sites) (Wifi Access Points) ) filj 24 Up 24 Ok Mail Delivery and Processing (Email) o
Windows Servers (windows-servers) ) Bl 14Up 136 Ok HAProxy and related reverse proxy systems (Load Balancers) M 4up 18 O
Video / Security Monitoring (Surveillance) > | Up

EngSys systems that test and simulate software assets (Test And Simulation)

We monitor and run over 250+ diagnostic tests on our cluster S P

vSphere, ESXi and related VM Farm service components (VM Farm) M 1up 7
Public Websites and external domains (Websites / Domains) -}
7/
15.171Mbis 30.143Mb/s
Latest Alerts %
Source Latest Alert Alerts
() prod-vm-package-test-01.clearpath.a 2018-01-25 19:22:11 () Host Down: check_icmp: Failed to resolve prod-vm-package-test-01.clearpath.ai

[re)

2018-01-06 22:02:1 Are Being Handled

_CAT API's make easy checks/tests using URL rules

-01.clearpath.a 2018-01-03 14:55:27 g Ser

- sentry_db Are Being Handled

|| Host | Service | Status || Duration
prod-vm-elas1-pxy-01.clearpath.ai als_infra_ha g_reporting Ingest Rate Low Check
h k 1 1 h ' 1] l l " 0 i Ok 28d 1h 33m 305
C e C X l S e rv l C e t t p o - r a S I S a s - als_prod_m2_diag Ingest ow Check -~ Ok 22d 1h 39m 594
T T T - - a 2_metric Ingest Rate Low Check -+ OK 6d 16h 20m 57
B ot :q%‘:; Ok 22d 11h 8m 44
L}
invert-regex —-f ok -1 prod-vm-elasl-pxy-01 -u creck s Curvtn gk O | da anzams
Check elastic_snapshots_e snapsh *; Ok 84d 18h 38m 74 -
Check for invalid indices with an alias prefix name ¢ OK 11d 15h 22m 24 e
' / t / - d - / ' J— 9 2 O O Check for pending tasks backlog -+ OK 6h 55m 59s
_ca ln 1ces p CPU Usage 4 Ok 10d 4h 30m 57
n /dev/sdat &~ OK 63d 18h 7m 37¢

2d 12h 33m 58¢

Lots of great Elastic Nagios scripts available for use online E— L
T T
Philips Hue Lights driven by Nagios API's oem oo (o
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Elastic + systemdad
SSD failure and systemd

How | learned to /ove systemd

- Using Linux and Elastic?
... systemd can make life easier
»  Make issues easier to troubleshoot

- Smarter handling of failures

¢ o elasti
‘.oeeas |1C

kernel: [1544287.
kernel: [1544287.
kernel: [1544287.
kernel: [1544287.
kernel: [1544303.
kernel: [1544303.
kernel: [1544303.
kernel: [1544303.
systemd[1]:
systemd[1]:
systemd[1]:
systemd[1]:
systemd[1]:
systemd[1]:

003167]
003335]
003335]
003816]

114586]
119340]
128784]
133622]

ata2.00: failed command: WRITE FPDMA QUEUED
ata2.00: cmd 61/08:00:30:38:81/00:00:3a2:00:00/40 tag 0 ncg 4096 out

res 40/00:10:58:9¢:81/00:00:3a:00:00/40 Emask 0x50 (ATA bus error)
ata2.00: status: { DRDY }

blk update request: I/O error, dev sdb, sector 981547056

Buffer I/0 error on dev sdbl, logical block 122693126, lost async page write
sd 1:0:0:0: rejecting I/O to offline device

sd 1:0:0:0: [sdb] killing request

Unmounting /mnt/data...
Stopped Elasticsearch.
Unmounted /mnt/data.

Timed out waiting for device SAMSUNG MZ7KM960HAHP-00005 1.
Dependency failed for /mnt/data.
mnt-data.mount: Job mnt-data.mount/start failed with result 'dependency'.

root@prod-ph-elasl-hwkr-01:/# head /usr/lib/systemd/system/elasticsearch.service

[Unit]

Description=Elasticsearch
Documentation=http://www.elastic.co
Wants=network-online.target
After=network-online.target

RequiresMountsFor=/mnt/data/nodes <---- this one
ConditionPathIsMountPoint=/mnt/elastic_snapshots <---- and this one
51




uricata EVE + Elastic SUR&CATA

Easy Elastic Intrusion Detection / Prevention Stack

Dashboard / IDS Dashboard Share Clone Edit Reporting Ml 10seconds < @ Lastlhour >

Search... (e.g. status:200 AND extension:PHP) Uses lucene query syntax n
Add a filter 4
Attacks Timeline Bars <~ Attack Type Pie Breakdown ~ interface names z

@ Attempted User Privil... ° -
@ Potential Corporate P
@ A Network Trojan wa.

|

H { J H M } } © Gonei ot o S —
|] I 1 o nnnn Hﬂ] ] ] H ml ] |]J|ﬂ|]|]|] Il field value Count . P

alert.severity: Descending 2 149 (29.04%)

alert.category.keyword: Descending Potentially Bad Traffic 12 (8.05%) N D L4

\ @ Potentially Bad Tr

s an 0 LI HL

New to IDS/IPS? This is a great starter stack!

105 410 1415 2 25 4:30 35 10 s
Severity -
Top Src IP's Alerters <~ Top Dest IP's Alerters  Attackers Heatmap -
+
£ £ -
§ g —
Q e — g .
s 8 e(® e
2 3 -—
ES ES
£ H
s 2 0
Count Count © OpensStreethMap contributors , Elastic Maps Service
Alert Event Table s
1-500f6,708 < >
Time event type in iface alert.severity dest_geoip.city_name alert signature app_proto dest_port srcip dest ip hetp.xff
> January 30th 2018, 14:46:07.314  alert igbs 1 Seattle ET POLICY Dropbox DNS Lookup - Possible Offsite File Backup in Use dns 53 2411429.146 205.251.194.52
. . » January 30th 2018, 14:46:06.393 fileinfo igbs - Waterloo - http 13,982 209.148.205.26 24.114.29.146 10.25.10.25
. > January 30th 2018, 14:46:06.392  fileinfo igbs - Waterloo - http 13,982 209.148.205.26 2411429146 10.25.10.25
» January 30th 2018, 14:46:05.060 fileinfo igb0 - - - http 54917 172.217.0.238 10.27.10.1
> January 30th 2018, 14:46:05.008 fileinfo igb0 - - - http 60,204 7723442253 10271077
> January 30th 2018, 14:45:59.999  fileinfo igho - - - http 54923 172217.0240 10.27.10.1
> January 30th 2018, 14:45:59.968  fileinfo igb0 - Ashburn - http 80 1036150 50.17.251.249
> January 30th 2018, 14:45:57.801  fileinfo igbs - Waterloo - http 11,437 159.180.64.119 2411429146 10.27.10.44
» January 30th 2018, 14:45:56.643  fileinfo igh0 - - - http 80 10.27.1061 103.235.47.74
> January 30th 2018, 14:45:56.366  fileinfo igbs Waterloo - http 13,982 209.148.205.26 2411429146 10.25.10.25
»  January 30th 2018, 14:45:56.366  fileinfo ighs - Waterloo - http 13,982 209.148.205.26 24.114.29.146 10.25.1025
] u ]
— > January 30th 2018, 14:45:55.410  fileinfo igbs - - - http 80 2411429146 159.180.64.119 10.27.10.44
. —— » January 30th 2018, 14:45:55.190  fileinfo ighs - Waterloo - http 65275 23.49.80.210 24114.29.146 10.26.10.10
> January 30th 2018, 14:45:52.874  fileinfo igbs - Waterloo - http 18250 169.55.111.99 2411429146 10.26.10.10
Single Document
SuricatalDPS#AWFGXWTV6XA4GJ30G-uL
u u Table JSON
. © @timestamp January 30th 2018, 04:19:40.894
| | t @version 1
t _id AWFGXWTV6XA4GI30G-uL
t  _index logstash-suricata-2018.01.30
# _score 1
T _type suricataIDPs
t alert.action allowed
t alert.category Potential Corporate Privacy Violation
# alert.gid 1
# alert.rev 5
# alert.severity 1
t alert.signature ET SNMP Attempt to retrieve Cisco config via TFTP (CISCO-CONFIG-COPY)
# alert.signature_id 2,015,856 b
t app_proto failed

t dest_geoip.continent_code NA

t dest_geoip.country_code2 CA

© dest_geoip.country_code3 ca § - -
. i

dest_geoip.country_name canada

L dest_geoip.ip FA. 114195017 > o
# dest_geoip.latitude 43,612 JRr— BIERg
n ] @ dest_geoip.location { epemeep S Eepnefape e e E e n e : : ’ :
u u '.-:‘ H ¢
ee S.//WWW.prsense.orqg/ an S.//SUricata-1ds.or - u

u u - u u # dest_geoip.longitude -79.372 Ml I alla_lums.
t dest_ip 24114166, 217 ‘ e -
# dest_port 161 e o d e e
© event_type alert .
# flow_id 1,749,510,781,708,246
t host . Tearpath.al .
© in_iface igbs .

q .
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Intrusion Detection easy as 1-2-3

R&Z &P redis .

SURICATA  wemp [ i '.‘
K sense @ l0gstash »

Suricata outputs Logstash pulls from Elasticsearch and
EVE JSON Redis and sends to Kibana to action

to Redis Elasticsearch

q .
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ense - EVE Setup @sense

EVE Output S« S

EVE JSON Log ¢ Suricata will output selected info in JSON format to a single file or to syslog. Default is Not Checked.

EVE Output Type REDIS v

Select EVE log output destination. Choosing FILE is suggested, and is the default value.

EVE REDIS Server ' 6379
Enter the Redis s¥rver IP Enter the Redis server port
EVE REDIS Mode List (LPUSH) v

Select the REDIS output mode

EVE REDIS Key suricata
Enter the REDIS Key

EVE Log Alerts « Suricata will output Alerts via EVE %

EVE Log Alert Payload BOTH v

Suricata will log the payload with alerts. Only printable data or base64 encoded binary data. See suricata docu.

EVE Log Alert details « Suricata « Suricata # Suricata # Suricata « Suricata « Suricata « Suricata
will log will log will log will log will log will log will log
a additional additional additional additional additional X-
packet http tls ssh smtp dnp3 Forwarded-
dump data data handshake data data For IP
with with with data with with addresses
alerts. alerts. alerts. with alerts. alerts. with

alerts. alerts.

Select with which details suricata will enrich alerts.

\
&
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Suricata — YAML EVE Example

- eve-log:
enabled: yes
type: redis
redis:
server: 192.168.10.178
port: 6379
mode: list
key: "suricata"
types:
- alert:
payload: yes
payload-printable: yes
packet: yes
http: yes
tls: yes
ssh: yes
smtp: yes
dnp3: yes
tagged-packets: yes
- http:
extended: yes
custom: [accept, .....
- dns:
query: yes
answer: yes
- tls:
extended: no
- files:
force-magic: no
- ssh
- smtp:
extended: yes

md5: [subject]

enable
enable
enable
enable
enable
enable
enable
enable
enable

H OH HHHEHHHHR

dumping
dumping
dumping
dumping
dumping
dumping
dumping
dumping
logging

<more here if you

payload in Base64
payload in printable (lossy) format

of
of
of
of
of
of
of

packet (without stream segments)
http fields

tls fields

ssh fields

smtp fields

DNP3 fields

tagged packets

want>...., x-authenticated-user]

custom: [received, x-mailer, x-originating-ip, relays, reply-to, bcc]

rt * rt rt rt rt * rt 3+ rt rt rt rt rt * rt 3 rt rt rt

© % |0 A A A A ot

dest_geoip.region_name
dest_geoip.timezone
dest_ip

dest_port

event_type

flow_id

host

http.hostname
http.http_content_type
http.http_method
http.http_user_agent
http.length
http.protocol
http.status

http.url

http.xff

in_iface

packet
packet_info.linktype

payload

payload_printable

proto
src_geoip.city_name
src_geoip.continent_code
src_geoip.country_code2
src_geoip.country_code3
src_geoip.country_name
src_geoip.ip
src_geoip.latitude

src_geoip.location

src_geoip. longitude

SU R&ATA

california

America/Los_Angeles

80
alert

1,600,535,577,045,086

text/html

GET

23
HTTP/1.1

200

igbh5s
oPPKMcLHDMR 6wV fpCABFAAAOAABAAEAGVVQYCh2S rNKA86YqAFCa+rr1zCZN6hYAQAGNY8QAAAQE ICheEOYG6W/ht

1

GET n HTTP/1.1
User-Agent:

Accept-Encoding: gzip

Host: m

via:

X-Forwarded-For:

Ccache-control: max-age=0

Connection: keep-alive

TCP

http://suricata.readthedocs.io/en/latest/output/eve/eve-json-output.html

q .
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Suricata + Kibana sun&m

Dashboard / IDS Dashboard Share Clone Edit Reporting U#l 1minute € © Last12hours
Search... (e.g. status:200 AND extension:PHP) Uses lucene query syntax n
alert.severity: "1,2,3" EEGLIERICIL Actions »

Threat Count «" Threat Severity Pie Chart «"  Number of Threats «

<] ©30102 o
L JE 2
@ ’
Threat Count o 21
9 2 8 : .3 |
per 5 min Jt— - '
Attacks Timeline Bars «" Attack Type Pie Breakdown «
00 © ::\S:nerict.P.r;tocol Co... ‘\\ ||| © ::1), -
ISC activi I\

> |V L

: 100 \“\\\‘\\ | | Y

& " I @ Generic Protocol ...

= ® Misc activity

@® Potential Corpora...
@ Attempted User P...
@ A Network Trojan ...

§ - @® Potential Corporate P
S @ Attempted User Privil... \\
! II I I @ A Network Trojan wa... ’

) I I I 1 I @ Attempted Administr...

00 @ Attempted Informati...

o @ Misc Attack
@ Potentially Bad Traffic
il il | |i iy ||| | ||| 1l in ||j 1l ‘|| | ol

g § 30 @ Attempted Admini...
A S ® Attempted Inform...
- @ Misc Attack
) @ Potentially Bad Tr...
400 @ SURICATA STREA...
e O _ S

https://github.com/gregwjacobs/ElasticSuricata
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What's next for our loT stack?

Kafka Cluster for Ingress, cold storage (HDFS + Hadoop) and multi-cluster mirroring?

Auditbeats usage to verify secure products in-field. Mine edge use cases to drive product roadmaps!
Our own abstracted loT APl's ? Perhaps we BULK up? | really do like the _BULK API — kudos!
APM all the things!

Machine Learning driven insights, alarming and actionable automation driving business processes

Customer facing data driven products and/or services

Elastic Cloud Enterprise on premises? The Futu e

Kibana Multi-Tenant, Kibana Canvas, Customer Elastic Cloud pods?

¢, o elasti 57
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Elastic at work...




Daznboarc / Metric Market Systems Demo

oSt keyword.dev-vym-nimbdus-* OR host keyword.dev-vm-cambridge-nimbus-* OR hostxeyword dev-vym-prod-*

System by Robot Count

TopN Dash System

Mission Duration

TopN Dash Mizsion Duration

« TopN Dash Exec

Robots

TopN Dash Robots

System Tags

TopN Tag System

5 b

EERL U P B P s

A o

"I|\|“

* TopN Dash Network tincbr0

" TopN Atlas

Exec

Mission Count 3,633

* TopN Dash Mission Count

Click here

Network by Uplink

o - Q- PP —

£6.290.38

- -

- LRl

18.204.01

Atlas - CPR Only

Share Clone Edit Reporting M 30minutes € Olast2incurs > -
Handbags 200
«  TopN Dash Handbag
¢ 6
- ¢ | ] €9
§ — ]
- ¢ 1IN 6
Utilization
¢
5
5
devam.nimbus-floorlé 3

Meters Driven 129,910.54

TopN Dash Meters Driven

SSH - CPR Only

Chrome Secure Shell Crigical Inszall Instructions

« TopN SSH

L TV LN T L . L




Dashboard / Nimbus Missions Time Dash Share Clone Edit Reporting Bl 30minutes € O Last24hours 9

[ mISS|on.miSSlon_Status.keyword:SUCCEEDEDI Uses lucene query syntax n

host.keyword: "dev-vm-nimbus-floor-02" JEGHERIGCE 2 Actions »

»

Nimbus Missions minutes vs Time by Mission Name «  Nimbus Missions Host Tag v

@ Back Loop Sequence @ Forced Reverse to Mid Conveyor @ Wing_dock_Template. Dispatched by Scheduler, @ Front Door to Side Dock. Dispatched by Scheduler, @ Mezz Load @ Mid Unload @ PnD Mission. Dispatched by Scheduler.
@ Adjacent_Cart_Sequence. Dispatched by Scheduler. @ Move Nlission. Dispatched by Scheduler,

. d imbus-floor-02

60 I
w 50
‘; Nimbus Missions Succeeded Count s
c
2 % O
©
c
[S¥]
-
2 -t e r e r e
<
A
x
L]
= 20

0

0

19:00 22:00 01:00 04:00 07:00 10:00 13:00

A~ Date / Time
Nimbus Missions Minutes 60 Dist «"  Nimbus Missions Hours Dist s

@ Mezz Load @ Forced Reverse to Mid Conveyor @ Mid Unload @ Move Mission. Dispatched by Scheduler. @ Front Door to Side Dock. Dispatched by Scheduler.

@ Wing_dock_Template. Dispatched by Scheduler. @ Back Loop Sequence @ Adjacent_Cart_Sequence. Dispatched by Scheduler. @ PnD Mission. Dispatched by Scheduler.

@

400

| [ | | |
E I
a3 200
o
()
0 -_——_ —— —
= e 2 £ & 2 2T 2 2 - 2 2 R R N A48 R 8 R R ®8 = w
Start to End Minutes

Nimbus Missions Discover 6 Nimbus Missions Average Daily Ve

1-500f750 € i;; 15 o

o«
(=)

ites
4



Nimbus Missions minutes vs Time by Mission Name * Nimbus Missions Host Tag
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Share Clone Edit Reporting Bl 30minutes € O Last24hours 2

Uses lucene query syntax n

Press | F11 | to exit full screen
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Dashboard / Robot 100 Battery Temperature Dash
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Dashboard / Temp Node Share Clone Edit Reporting <€ O January 22nd 2018, 00:00:00.000 to January 29th 2018, 23:59:59.999
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Vicon Motion Tracking + Elastic

How we went from hours to real-time
Same motion capture technology, used for films and

video games

Robots must have precise repeatable location and

navigation

Complex to measure, monitor and verify motions and

behaviors of robots — gigabytes of data to digest
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Well Grounded Robots

You have to know where you are...
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From batch to real-time

* The old process took hours to days to know if testing was valid

« Steaming and consumption of the data in real-time with Elastic and
Kibana allows test sanity or adjustments with real-time feedback

* No need to wait for results, they are generated in real-time

0-0-0-0- o

Setup Collect Batch Analyze Action
Process
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From batch to real-time

* Motion Tracking, Autonomous Robots and Elasticsearch!
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From batch to real-time

» Streaming real-time co-ordinate data and measurement calculations to Elasticsearch

ﬁ
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Customer Insights

- The same loT strategy for us supports
our customers

» A simple pivot reveals customer process
flows

» Driving and measuring performance
improvements on the factory floor

G0 QA0 K

» Vast potentials for new customer facing
services
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More Questions?

Visit us at the AMA
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www.elastic.co



Please attribute Elastic with a link to elastic.co

Except where otherwise noted, this work is licensed under
http://creativecommons.org/licenses/by-nd/4.0/

Creative Commons and the double Cin a circle are
registered trademarks of Creative Commons in the United States and other countries.
Third party marks and brands are the property of their respective holders.
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