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Automated & Interactive Security Analytics

Threats don't follow templates. Neither should you. The Elastic Stack gives you the edge you need to
keep pace with the adversaries of today and tomorrow. Here's how.

Security Events Logging: Learn how Bell Canada turned to Elastic to streamline alerts, deepen
log analysis, and address challenges unique to being an ISP. Watch Now

w Ingest disparate data types from diverse sources with the open source Elastic Common Schema (ECS) for defining a common

set of fields. Learn More
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Elastic Common Schema

Background

To define a common set of document fields (and their respective field names) to be used in events
(logs and metrics) stored in Elasticsearch as part of any logging or metrics use case of the Elastic
Stack, including IT operations analytics, security analytics, and APM.

https://github.com/elastic/ecs

V1.0.0 - GA




Elastic Common Schema (ECS)

Normalize Data to Streamline Analysis Source fields

Source fields describe details about the source of a packet/event.

Defines a common set of fields and Source fields are usually populated in conjunction with destination fields.
objects to ingest data into

1 F Id D 1 t’
Elasticsearch le escription

Some event source addresses are defined ambiguously. The
Enables cross-source ana |ysis of event will sometimes list an IP, a domain or a unix socket. You
d ive rse data source.address  should always store the raw address in the .address field.
Then it should be duplicated to .ip or .domain , depending
on which one it is.

Designed to be extensible

IP address of the source.

ECS 1.0 is in GA. The Elastic Stack is SoURCe D Can be one or multiple IPv4 or IPv6 addresses.
being transitioned to default to ECS T -
https://github.com/elastic/ecs source.mac MAC address of the source.
Contributions & feedback welcome source.domain  Source domain.

source.bytes Bytes sent from the source to the destination.

source.packets  Packets sent from the source to the destination.


https://github.com/elastic/ecsD
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Elastic Common Schema

Without Common Schema

e New queries, dashboards, alerts, ML jobs required for every unique data source
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Palo Alto Firewall Dashboard

137,792

ArcSight SIEM Firewall Dashboc
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Elastic Common Schema

With Elastic Common Schema

* Queries, dashboards, alerts, ML jobs can be used across many data sources
e Correlation becomes implicit with every search!

Ikibana — - = -~

o le10 6]
o= rle=

v

Unified Firewall Dashboard

e But you can still filter down to specific device types

K kibana

>- version: 1.0.0-beta2 AND observer.type: firewall AND observer.vendor: "Palo Alto"

nspect C'Auto-refresh

.




Elastic Common Schema (ECS)
Three Levels of Fields

e ECS-Core: Afully defined set of field names that exist under a defined set
of ECS top-level objects

 ECS-Extended: A partially defined set of field names that exist under the
same set of ECS top-level objects

e Custom: An undefined set of fields that exists under a user-supplied set of
Non-ECS top-level objects

@elastic
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Elastic Common Schema

Benefits

Benefits to a user adopting these fields and names in their clusters:

¢ Ability to simply correlate data from different data sources

e Improved ability to remember commonly used field names (since there is only a single set, not a
set per data source)

* Improved ability to deduce unremembered field names (since the field naming follows a small
number of rules with few exceptions)

e Ability to re-use analysis content (searches, visualizations, dashboards, alerts, reports, and ML
jobs) across multiple data sources

e Ability to use future Elastic-provided or partner-provided analysis content in their environment
without modifications




-level of naming hierarchy

s May be used at the top-level of naming hierarchy or nested at lower levels

L Used only at the top-level of naming hierarchy

i Notused at the top

Current as of ECS v1.0.0
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Field Sets, Fields, Names, Datatypes, Oh My!

The field.* labels indicate the entity information, if available, that should be used to populate the fields.

TES
OF D (s TABLE (NDICA
MOST:* FIELDS SHOULD exane mwi THE cLOWD.* FIELPS wouct.s :/“mcu AIELD SETS SHOVLD
-"B“;ePOPVL'ATED Wit HosTTIPE A% BE POPULATED wm;eiizs BE POPULATED FOR THE
€ HOST UT THE CLOVD EVENT TYPE BY
PETAILS ABO:;; 7: z,mcu THE HOST WHERE spic::t:z .
HERE THE EVEN (s ™
l:APPENED. TME EVENT HAPPENED ELASTICSEARCH
cloud.* AUNNING Elastic Stack
h ost * €& ho;t.type: “hardware” €9, AWS ::;:‘ ::
e.g., Linux server :::S YES
destination
agent.* P ) YES
e.g., syslog > k : e YES
__ event.* service :' _,:o’ gr;up
\ — host YES
log
>, ~ S
organization
€ process
&, S, S
"2 2 ¥, THE AGENT.* FIELDS SHOULD BE e
J"‘e - ;%fnq o 42% POPULATED WITH DETAILS ABOVT
49 < 0 user
B, U S, Ky THE AGENT RVNNING ON THE HOST vsor_agent
< 4 BANG!
@ 2, 3::‘,:323 MPP;::EEZ WHERE THE EVENT HAPPENED, AND (8 elastic
13 "?z‘@ THAT REPORTED THE EVENT



Transforming Events into ECS Format

Producing an ECS-compliant event requires one or more transformations which can be performed
at the shipper, ETL, or Ingest node.

THE SHIPPER, FOR
EXAMPLE A BEAT, cAN
PERFORM THIS

LOGSTASH, OR SOME
STHER TOOL, SUCH A3

ELASTICSEARCH
o e.g., AWS SearK, COVLD INGEST NODE CcAN
PLE host.x '+ "o pERFORM THIS peRFORM THIS
EXxit e.g.,Linux server
Basic
cloud host agent.*
event via eg.
auditbeat event.* | juditbeat
14



Threat Hunting with Elastic




PROACTIVE, RETROSPECTIVE,

SEARCHING THROUGH

COLLECTED DATA, LOOKING

FOR EVIDENCE THAT
ADVERSARIES ARE OPERAT

IN YOUR ENVIRONMEN

N[€



Swannman Incident
Response

H |erarChy Of Needs ‘Can you deploy proven countermeasures to evict and recover?

-During an intrusion, can you observe adversary activity in real time?
https://github.com/swannman/ircapabilities

mswann@microsoft.com HUNT Can you detect an adversary that is already embedded?

@MSwannMSFT
linkedin.com/in/swannman

ACan you collaborate with trusted partners to disrupt adversary campaigns?

BEHAVIORS Can you detect adversary activity within your environment?

Used under a Creative Commons

Attribution 4.0 International license
Who are your adversaries? What are their capabilities?
DETECTION Can you detect unauthorized activity?
- AR, o e st
you are defending?




Swannman
Incident A

“During incident response,
R?SPOHSG ‘ | operate at the same tempo as the
Hierarchy of adversary to protect my business assets.”

HUNT
“When my red team emulates a

BEHAVIORS real-world adversary, | detect their

intrusion at multiple points along the Kill
DETECTION “| detect hygiene issues and
operator activity that does not
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Threat Hunting Methodologies
https://sqrrl.com/cyber-threat-hunting-1-intro/

e Analytics-Driven: "Machine-learning and UEBA, used to develop
aggregated risk scores that can also serve as hunting hypotheses”

e Situational-Awareness Driven: "Crown Jewel analysis, enterprise risk
assessments, company- or employee-level trends”

* Intelligence-Driven: "Threat intelligence reports, threat intelligence feeds,
malware analysis, vulnerability scans”



Threats and

Behaviors
Support
Hunting
_ HUNT
: i 5 Analytics-Driven
Intelligence-Driven >
BEHAVIORS



What are Behaviors?
For Threat Hunting



ATT&CK Matrix for Enterprise

The full ATT&CK Matrix below includes techniques spanning Windows, Mac, and Linux platforms and can be used to navigate through the knowledge base.

Initial Access Execution Persistence Privilege Escalation Defense Evasion Credential Access Discovery Lateral Movement Collection Exfiltration Command and Control
X X ) .bash_profile and A Token Access Token ) . N . i N
Drive-by Co AppleScript A t Manipulation A Di A ipt Audi it Automated Exfiltration  |Commonly Used Port
rive-by Compromise opl Pl | o Manipulation Manipulation coount ipulal y P p! io Capture utom itra monly
Exploit Public-Facing — ” Appli Wind App 1 Deploy Communication Through
CMSTP A bility Feat A bility F BITS Jobs Bash Hist AL d Coll Data C d
Application 4 S I o | sl Discovery Software e Lk Removable Media
Hardware Additions (Command-Line Interface |AppCert DLLs AppCert DLLs Binary Paddi Brute Force rovser.S petr Comp h Clipboard Data Data E ted Connection Pro:
ey Discovery Object Model P i
Replication Through Bypass User Account File and Directol loitation of Remote Custom Command and
pvoen X 9 Control Panel items Applnit DLLS Appinit DLLS | oo Credential Dumping ' ! w ?‘p ?I Data Staged Data Transter Size Limits
Removable Media Control Discovery |Services Control Protocol
Spearphishing . Data from Information Exfiltration Over Custom Cryptographic
amic Data Exchange ication Shimmi L.ogon Scripts
Attachment Dyn - (Application Shi g P Repositories IAhemative Protocol Protocol
Exfiltration Over
Spearphishing Link Execution through APl |Authentication Package Pass the Hash Data from Local System |Command and Control  |Data Encoding
Channel
S hishi i E: tion thi h Data fi Network Exfiltrati
peérp pack A o BITS Jobs Pass the Ticket 25 rom' % e o‘,m Otee Data Obfuscation
Service Module Load Shared Drive Network Medium
Supply Chain Exploitation for Client ) Remote Desktop Data from Removable Exfiltration Over Physical - .
Bootkit Domain Fronti
Compromise Execution TMhotocol Media Medium S
Trusted Relationship Graphical User Interface Browser Extensions . . . Remote File Copy Email Collection Scheduled Transfer Fallback Channels
_______| Adversarial Tactics, Techniques
au
Valid Accounts InstallUtil Asson(?i:uon ! Remote Services Input Capture Multi-Stage Channels
& Common Knowledge —
LSASS Driver Component Firmware q::)o:::"h Mer:i“ag Man in the Browser Multi-hop Proxy
Component Object = we Multiband
hetl H Hijacki t
Launcl Model Hijacking ijacking Screen Capture Comitrication
Image File Execution Security Software
Local Job Scheduling  |Create Account e ) DLL Side-Loading Keychain N hy Shared Webroot Video Capture Multilayer Encryption
Options Injection Discovery
DLL Search Ordi Deobfuscate/Decod: LLMNR/NBT-NS tem Inf tio
Mshta ) - Launch Daemon earuAa ) & g Sys L EmaTon Taint Shared Content Port Knocking
Hijacking Files or Information Poisoning Discovery
tem Network
PowerShell Dylib Hijacking New Service Disabling Security Tools |Network Sniffing x,:;m:m Discovary |T-Pary Software Remote Access Tools
External Remot Exploitation for Defer tem Network
Regsvcs/Regasm Se:n:as el Path Interception Evp ‘_” ol e Password Filter DLL (s;:sm io:s Discovery Windows Admin Shares Remote File Copy
File System Permissions Plist dfication E:I«ra‘WIr\dow Memory Private Keys S_ystem Owner/User Windows Remote Standard Application
v Weakness Injection Discovery Management Layer Protocol
Hidden Files and A System Service Standard Cryptographic
Rundli32 Port Monitors File Deletion Securityd Memol
Y Directories ' i v Discovery

Protocol
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What is Cyber Threat Hunting?
https://expel.io/blog/what-is-cyber-threat-hunting-and-where-do-you-start/

Hunting process overview

Step 1 Step 2 Step 3 Step 4 Step 5

Pick an attacker Determine the Gather data Filter the data Review results
tactic hypothesis you to test your to find unusual and refine, reject
want to validate hypothesis activity or affirm your
hypothesis
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TIP: Look at Step 3 First — Do We Have the Data?
https://expel.io/blog/what-is-cyber-threat-hunting-and-where-do-you-start/

Hunting process overview

Step 1 Step 2 Step 3 Step 4

Pick an attacker Determine the Gather data Filter the data

tactic

hypothesis you to test your to find unusual
want to validate hypothesis activity

https://expel.io/blog/what-is-cyber-threat-hunting-and-where-do-you-start/

Step 5

Review results
and refine, reject
or affirm your
hypothesis



Examples




One Set of Field

Names

During a hunt, searching for
multiple sets of field names can
slow you down.

Web Site

Fully documented field
reference available online at
elastic.co

Offline

Grab generated file from
GitHub Repo and use for
air-gapped deployments
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Elastic Common Schema (ECS) Reference [1.0] » ECS Field Reference

« Conventions

ECS Field Reference

This is the documentation of ECS version 1.0.0.

Base Fields »

ECS defines multiple groups of related fields. They are called "field sets". The Base field set is the

only one whose fields are defined at the root of the event.

All other field sets are defined as objects in Elasticsearch, under which all fields are defined.

Field Sets

Field Set Description

Base Al fields defined directly at the top level

Agent Fields about the monitoring agent.

Client Fields about the client side of a network connection, used with server.
Cloud Fields about the cloud resource.

Container Fields describing the container that generated this event.

Destination Fields about the destination side of a network connection, used with source.
ECS Meta-information specific to ECS.

Error Fields about errors of any kind.

Event Fields breaking down the event details.

File Fields describing files.

Geo Fields describing a location.

Group User's group relevant to the event.

Host Fields describing the relevant computing instance.

HTTP Fields describing an HTTP request.

Log Fields which are specific to log events.

Network Fields describing the communication path over which the event happened.

Observer Fields describing an entity observing the event from outside the host.

downloads ac | Q (e

Getting Started Videos
Starting Elasticsearch 2
Introduction to Kibana 2

Logstash Starter Guide &

On this page

Field Sets

* Elastic Common Schema (ECS) Reference:

1.0 (current) §

Overview

* Using ECS

ECS Field Reference
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3,868 hits

Leading Wildcard
Searches

Easily find all log messages

Filters  *ip:10.100.7.198

KQL v Week to date Show dates G Refresh

aSSOClated W|th a Value in an ECS Apr 7, 2019 @ 00:00:00.000 - Apr 10, 2019 @ 11:39:59.565 — Auto v
field across indices!
1,000
IP Addresses = et
L destination.ip § 600
Whether used as a S a0
. . . . L observer.ip 200
source.ip, destination.ip, v , AT TP T T
H H H 22 B0 2019-04-0708:00  2019-04-0720:00 ~ 2019-04-0808:00  2019-04-0820:00  2019-04-09 08:00  2019-04-09 20:00
C|Ient.|p, server.ip, or @ikiiastamp par how
. ~ . 0 source.ip
w,
Available fields o Time destination.ip observer.ip source.ip client.ip server.ip
Hostna mes O @timestamp > Apr 18, 2019 @ 11:38:44.000 10.100.7.198 10.100.4.1 35.245.255.243 - -
Whether Used as e > Apr 10, 2019 @ 11:38:20.000 35.245.255.243 10.100.4.1 10.100.7.198 - -
t _id
hOSt.hOStname, l > Apr 10, 2019 @ 11:37:43.000 10.100.7.198 10.100.4.1 35.245.255.243 = 2
t _index
Observer-hOStname: or > Apr 10, 2019 @ 11:37:19.000 35.245.255.243 16.100.4.1 10.100.7.198 - -
. # _score
custom ﬂeld hOStname' > Apr 10, 2019 1 10.100.7.198 = -
t _type

> Apr 10, 2019 A 10.100.0.1 = -

-

agent.ephemeral_id

A 35.245.255.243 - -

> Apr 10, 2019

-~

agent.hostname

t agentid > Apr 10, 2019 @ 11:36:18.000 35.245.255.243 10.100.4.1 10.100.7.198 - -
t agent.type > Apr 10, 2019 @ 11:35:43.503 10.100.7.198 =
t agent.version > Apr 10, 2019 @ 11:35:43.494 10.100.0.1 2

-

aiditd:data =0 > Apr 10, 2019 @ 11:35:41.000 10.100.7.198 10.100.4.1

auditd.data.al
S > Apr 10, 2019 @ 11:35:17.000 35.245.255.243 10.100.4.1 10.100.7.198 - -

e e P e

27




K . Discover © e

117,498 hits

Leading Wildcard
S e a r c h e s Filters ‘.héstname:"raspberfypl" KQL v Week to date Show dates

Easily find all log messages

associated Wlth avalue in an ECS Apr 7,2019 @ 00:00:00.000 - Apr 10, 2019 @ 11:48:19.969 —  Auto v
field across indices!
15,000

t agenthostna...
IP Addresses 5 g

t host.hostname 3

2 |
Whetherusedasa aidanaie s 5000 ﬁ
source.ip, destination.ip, - ’ SN
. . . 2019-04-07 08:00 2019-04-07 20:00 2019-04-08 08:00 2019-04-08 20:00 2019-04-09 08:00 2019-04-09 20:00
Cllent.lp, Se rver.lp, Or t @version @timestamp per hour
- Vel. . )
> t id Time agent.hostname host.hostname
Hostna mes t:—Index > Apr 18, 2019 @ 11:47:54.060 raspberrypi raspberrypi
Wh th d #score > Apr 18, 2019 @ 11:47:54.000 raspberrypi raspberrypi
etner used as ' e

Ay
host_hostname, e > Apr 10, 2019 @ 11:47:54.000 raspberrypi raspberrypi

t agent.ephemeral_id
Observer.hostname, Or > Apr 10, 2019 @ 11:47:53.000 raspberrypi raspberrypi

t agent.id

> Apr 10, 2019 raspberrypi
Top 5 values in 500 / 500
records > Apr 10, 2019 247251 : raspberrypi raspberrypi
4d3eab04-27e5-4ec7-..Q Q
77% > Apr 10, 2019 raspberrypi
97779d4e-6a80-48ec... Q
23% > Apr 10, 2019 @ 11:47:50.493 raspberrypi raspberrypi

.
> Apr 10, 2019 @ 11:47:50.353 raspberrypi

t t.t:
8denstype > Apr 10, 2019 @ 11:47:50.353 raspberrypi raspberrypi

t agent.version
> Apr 10, 2019 @ 11:47:50.353 raspberrypi

t auditd.data.a0
28 > > Apr 10, 2019 @ 11:47:56.353 raspberrypi raspberrypi
t auditd.data.al
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16,383,999 hits

Event
Categorization

Easily find all log messages
associated with a certain kind of

Filters  event.kind:"event" KQL v Week to date Show dates C Refre

Apr7,2019 @ 00:00:00.000 - Apr 10, 2019 @ 12:14:08.326 — Auto v

event. w0000
i t agent.type 400,000
Event Kinds

t event.dataset

Count

Whether events, alerts, 200000

alarms, from multiple e o T Hﬂﬂﬂﬂmﬂﬂ Hﬂﬂmﬂﬂﬂmnﬂﬂfiﬂ]ﬂﬂﬂm Hﬂﬂﬂnﬂﬂmﬂm I

Available fields *
sources 2019-04-07 08:00  2019-04-0720:00  2019-04-0808:00 ~ 2019-04-08 20:00  2019-04-09 08:00  2019-04-09 20:00
O @timestamp @timestamp per hour

=)

Eve n t Act i o n s thi@yersion Time agent.type event.module event.dataset

H t id > Apr 10, 2019 @ 12:14:07.988 filebeat suricata suricata.eve
Whether user logins
[
. t _index . . .
- pr » H 3 . l1lebea suricata suricata.eve
process Started, file Opened, > Apr 18, 2019 @ 12:14:06.905 filebeat t t
. # _score
from multlple Sources > Apr 10, 2019 @ suricata suricata.eve
t _type
Event Outco es > Apr 10, 2019 @ 14:06. filebeat suricata suricata.eve
l I l t agent.ephemeral_id
> Apr 10, 2019 € suricata suricata.eve
Whether user success, £ sgent hodrara
. R > Apr 10, 2019 system process
failure, or unknown from t agentid
mu |t| ple SOU rces t agent.version > Apr 10, 2019 :14:06. auditbeat system process
t auditd.data.a0 > Apr 10, 2019 system process
t auditd.data.al > Apr 10, 2019 @ 12:14:06.017 filebeat suricata suricata.eve
t auditd.data.a2 > Apr 10, 2019 @ 12:14:05.945 auditbeat system socket
thatditc.data.ad > Apr 10, 2019 @ 12:14:05.945 auditbeat system socket

auditd.data.acct
S > Apr 10, 2019 @ 12:14:05.945 auditbeat system socket

B araiibel ek anak
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Thank You

Mike Paquette
mike.paquette@elastic.co




Normalize Data with Elastic Common Schema (ECS)

Searching without ECS Searching with ECS

src:10.42.42.42 OR source.1p:10.42.42.42
client ip:10.42.42.42 OR

apache2.access.remote ip:10.

42.42.42 OR

context.user.ip:10.42.42.42

OR src 1p:10.42.42.42



