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QU Search for log entries... {e.g. host.name:host-1)
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8", "stack”:"Error: connect ECONNREFUSED 172.18.98,9:30680\n at TCPConnectWrap.afterConnect [as oncomplet
e] (net.3s:1191:14)", "type”:"Error”,“v":1)
{"level™:50, “time" :1563373495496, "pid” :786, "hostname" : " f559ddf5cb6b™, "msg” : "Application encountered an unc

aught exception. Flushing Elastic APM queue and exiting...”,"v":1}

{"level”:58, "time" : 1563373495496, "pid” :786, "hostname” : " f559ddfSch6b”, “code” : "ECONNRESET", "msg ' : “socket han
g up”, “stack”:"Error: socket hang up\n at createHangUpError (_http_client.js:342:15)\n at Socket.soc
ketCloselListener (_http_client,s:377:23)\n at emitOne (events.js:121:28)\n at Socket.emit (events.}
8:211:7)\n at TCP._handle.close [as _onclose] (net.js:561:12)",“type”:"Error”,"v":1)

{"level”:50, "time" : 1563373495496, "p1d" :786, "hostname " : " f559adf5cbéb™, “msQ” : "Application encountered an unc
aught exception. Flushing Elastic APM queue and exiting...","v":1}

{"level”:50, "time" :1563373495496, "pid” :786, "hostname" : " f559ddf5cb6b”, "msg” : "Elastic APM queue flushe
at=, v i)

2019-87-17 14:24:55.507 UTC [10387] LOG: could not receive data from client: Connection reset by peer
2019-87-17T14:24:55: PM2 log: App [server:1] exited with code |[1] via signal [SIGINT]
2019-87-17T14:24:55: PM2 log: App [server:1] starting in -fork mode-

14:24:55 dotnet.1 | SUCCESSES: © | FAILURES: 12083 | WORKERS: 1

14:24:55 dotnet.1 | SUCCESSES: 8 | FAILURES: 12883 | WORKERS: 1

14:24:55 dotnet.1 | SUCCESSES: © | FAILURES: 12083 | WORKERS: 1

14:24:55 dotnet.1 | ClientConnectorError(111, ‘Connection refused’)

14:24:55 dotnet.1 | File "/usr/local/lib/python3.7/site-packages/molotov/worker.py”, line 286, 1in step
14:24:55 dotnet.1 | sxscenariof ‘kw'])

14:24:55 dotnet.1 | File "molotov_scenarios.py”, line 34, in scenario_products_top

14:24:55 dotnet.1 | async with session.get(join(SERVER_URL, ‘'api’, ‘products’, 'top’')) as resp:

|

14:24:55 dotnet. File "/usr/local/lib/python3.7/site-packages/aiohttp/client.py”, line 843, in __aent
er_.

14:24:55 dotnet.1 | self._resp = await self._coro
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Elastic Approach to Observability

Dev & Ops Teams
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Why is this important?
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Not so easy.
. ] I web app
cdn.site.com *— foo.site.com |

— bar.site.com

Redis

list queues

Web Services @

Elasticsearch ".‘_‘] PostgreSQL @

Customers

elastic

‘e

q
°



Even still...
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So how can this be made it easy?
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Elasticsearch Service
Hosted Elasticsearch, from the creators. No one hosts it better.

c

Deployments

web-prod

Edit

Elasticsearch
Logs
Snapshots
APl Console

Kibana

APM

Activity

Security

Performance
Custom plugins
Account

Help

web-prod

Edit

= Data 1 configuration

Store, search, and analyze big volumes of data quickly. Learn more 1/

gcp.data.highio.l Data  Ingest  Master

An I/O optimized Elasticsearch instance.
You are at risk of data loss with fault tolerance set to a single zone. Learn more ...

Fault tolerance

© 1zone 2 zones 3 zones

RAM per Node

1GB 26GB 4GB 8GB 16 GB 3268 64 GB
3
Summary
16 GB RAM 480GBstorage X 1node X 1zone = 16GBRAM 480 GB storage

> User setting overrides

gcp.data.highstorage.1 Data  Ingest

A storage optimized Elasticsearch instance.

Allows the storage of indices that require less frequent querying on warm configurations, saving on
professing costs. Learn more £

RAM per Zone

16 GB

Q US West 1 (Oregon)

Summary
Name web-prod
Version v7.4.0

ES datamemory 16 GB

ES datastorage 480 GB

Total memory 21GB

Total storage 490 GB
Hourly rate $0.5776
Architecture
Zone 1

gcp.data.highio.l (data)
16 GB RAM x 1, 480 GB storage x 1

gcp.kibana.l (kibana)
1GBRAM x 1

gcp.ml1  (ml)

4 GBRAM x 1

[o



Installation & Start
Downloading Heartbeat

wget https://artifacts.elastic.co/downloads/beats/heartbeat/heartbeat-7.5.1-darwin-x86 64.tar.gz

(Other operating environments)
# wget https://artifacts.elastic.co/downloads/beats/heartbeat/heartbeat=-7.5.1-1inux-x86 64.tar.gz
# wget https://artifacts.elastic.co/downloads/beats/heartbeat/heartbeat=7.5.]1-windows-x86 64.zip

tar zxvf heartbeat-7.5.1-darwin-x86 64.tar.gz
cd heartbeat-7.5.1-darwin-x86_ 64

¢ o elastic


https://artifacts.elastic.co/downloads/beats/heartbeat/heartbeat-7.5.1-darwin-x86_64.tar.gz
https://artifacts.elastic.co/downloads/beats/heartbeat/heartbeat-7.5.1-linux-x86_64.tar.gz
https://artifacts.elastic.co/downloads/beats/heartbeat/heartbeat-7.5.1-windows-x86_64.zip

Configure heartbeat monitors

heartbeat.monitors:

- type: http
urls: ["https://httpbin.org"]
schedule: '@every 30s'

# set name

- type: http
urls: ["https://httpbin.org"]
schedule: '(@every 30s'

name: "my-other-httpbin-check"

# add tags

- type: http
urls: ["https://httpbin.org"]
schedule: '(@every 30s'
tags: "my-httpbin-tag"

# always fails

- type: http
urls: ["https://httpbin.org/status/404"]
check.request.method: "POST"
schedule: '@every 30s'

7. @ elastic



Configure heartbeat monitors

# expect 404 status

- type: http
urls: ["https://httpbin.org/status/404"]
schedule: '@every 30s'

check.request.method: "POST"
check.response.status: 404

# send a certain body

- type: http
urls: ["https://httpbin.org/anything"]
schedule: '(@every 30s'

check.request.method: "POST"
check.send: 'Hello World'

# expect a certain body

- type: http
urls: ["https://httpbin.org/anything/Hello+World"]
schedule: '@every 30s'

check.request.method: "POST"
check.receive: 'Hello World'

7. @ elastic



Configure heartbeat monitors

# auth test
- type: http
urls: ["https://httpbin.org/basic-auth/my user/my password"]
schedule: '@every 30s'
username: "my user"
password: "my password"
check.request.method: "POST"

# check response headers
- type: http
urls: ["https://httpbin.org/response-headers?freeform=my value"]
schedule: '@every 30s'
check.response.headers:
'freeform': 'my value'

7. @ elastic



Configure heartbeat monitors

# ICMP test against google DNS server

- type: icmp
schedule: '(@every 30s'
hosts: [ '8.8.8.8"'" ]

# TCP test against google DNS server
- type: tcp

schedule: '@every 30s'

hosts: [ 'tcp://8.8.8.8:53" ]

> @ elastic



Demo Time!
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Thank You

Web : www.elastic.co

Demos: demo.elastic.co

Products : https://www.elastic.co/products

Forums : https://discuss.elastic.co

Community : https://www.elastic.co/community/meetups
Twitter : @elastic
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Questions?
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Thanks Again!!!
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