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Housekeeping & Logistics

•  Slides and recording will be available following the webinar

•  Chat via IRC #elastic-webinar

◦  #elastic-webinar @ Freenode

◦  Click "Join the Chat" link, create an IRC account

• Please select high resolution in the YouTube video player



AJ Pahl
@ajpahl1008 
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But first...
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uptime



APM Data Uptime DataMetrics DataLog Data

Elastic Approach to Observability

Uptime
Response Time 

Web Logs
App Logs
Database Logs
Container Logs

Real User Monitoring
Txn Perf Monitoring
Distributed Tracing

Container Metrics
Host Metrics
Database Metics
Network Metrics
Storage Metrics

Dev & Ops Teams
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Why is this important?



Need Sleep

MTTR
<Mean Time to Resolution>  

SLA
< Service Level Agreements > 

KPI
< Key Performance Indicators > 

NPS
< Net Promoter Score > 

Stop Wasting 
Time

Get Day Job 
Done

Weekends

Focus on 
Projects

Home Life



Lost Productivity 



Easy.



Not so easy.



Not so easy.



Even still...



So how can this be made it easy?



Demo Architecture
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Elasticsearch Service
Hosted Elasticsearch, from the creators. No one hosts it better. 



Installation & Start
Downloading Heartbeat

wget https://artifacts.elastic.co/downloads/beats/heartbeat/heartbeat-7.5.1-darwin-x86_64.tar.gz

(Other operating environments)
# wget https://artifacts.elastic.co/downloads/beats/heartbeat/heartbeat-7.5.1-linux-x86_64.tar.gz
# wget https://artifacts.elastic.co/downloads/beats/heartbeat/heartbeat-7.5.1-windows-x86_64.zip

tar zxvf heartbeat-7.5.1-darwin-x86_64.tar.gz
cd heartbeat-7.5.1-darwin-x86_64

https://artifacts.elastic.co/downloads/beats/heartbeat/heartbeat-7.5.1-darwin-x86_64.tar.gz
https://artifacts.elastic.co/downloads/beats/heartbeat/heartbeat-7.5.1-linux-x86_64.tar.gz
https://artifacts.elastic.co/downloads/beats/heartbeat/heartbeat-7.5.1-windows-x86_64.zip


Configure heartbeat monitors

heartbeat.monitors:
- type: http
  urls: ["https://httpbin.org"]
  schedule: '@every 30s'

# set name
- type: http
  urls: ["https://httpbin.org"]
  schedule: '@every 30s'
  name: "my-other-httpbin-check"

# add tags
- type: http
  urls: ["https://httpbin.org"]
  schedule: '@every 30s'
  tags: "my-httpbin-tag"

# always fails
- type: http
  urls: ["https://httpbin.org/status/404"]
  check.request.method: "POST"
  schedule: '@every 30s'



Configure heartbeat monitors

# expect 404 status
- type: http
  urls: ["https://httpbin.org/status/404"]
  schedule: '@every 30s'
  check.request.method: "POST"
  check.response.status: 404

# send a certain body
- type: http
  urls: ["https://httpbin.org/anything"]
  schedule: '@every 30s'
  check.request.method: "POST"
  check.send: 'Hello World'

# expect a certain body
- type: http
  urls: ["https://httpbin.org/anything/Hello+World"]
  schedule: '@every 30s'
  check.request.method: "POST"
  check.receive: 'Hello World'



Configure heartbeat monitors

# auth test
- type: http
  urls: ["https://httpbin.org/basic-auth/my_user/my_password"]
  schedule: '@every 30s'
  username: "my_user"
  password: "my_password"
  check.request.method: "POST"

# check response headers
- type: http
  urls: ["https://httpbin.org/response-headers?freeform=my_value"]
  schedule: '@every 30s'
  check.response.headers:
    'freeform': 'my_value'



Configure heartbeat monitors

# ICMP test against google DNS server
- type: icmp
  schedule: '@every 30s'
  hosts: [ '8.8.8.8' ]

# TCP test against google DNS server
- type: tcp
  schedule: '@every 30s'
  hosts: [ 'tcp://8.8.8.8:53' ]



Demo Time!
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Thank You

● Web : www.elastic.co 
● Demos: demo.elastic.co
● Products : https://www.elastic.co/products 
● Forums : https://discuss.elastic.co
● Community : https://www.elastic.co/community/meetups
● Twitter : @elastic 

http://demo.elastic.co
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Questions?
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Thanks Again!!!
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